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Previous research has demonstrated that DIF methods that do not account for multilevel data structure could result in too frequent rejection of the null hypothesis (i.e., no DIF) when the intraclass correlation coefficient (ρ) of the studied item was the same as ρ of the total score. The current study extended previous research by comparing the performance of DIF methods when ρ of the studied item was less than ρ of the total score, a condition that may be observed with considerable frequency in practice. The performance of two frequently used simple DIF methods that do not account for multilevel data structure, the Mantel-Haenszel test (MH) and Logistic Regression (LR), was compared to a less frequently used complex DIF method that does account for multilevel data structure, Hierarchical Logistic Regression (HLR). HLR and LR performed equivalently in terms of significance tests under most generated conditions, and MH was conservative across all conditions. Effect size estimates of HLR, LR and MH were more accurate and consistent under the Rasch model than under the 2 parameter item response theory model. The results of the current study provide evidence to help researchers further understand the comparative performance between complex and simple modeling for DIF detection under multilevel data structure.
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Chapter 1: Introduction

Differential item functioning (DIF) methods have been used to test for measurement invariance for decades (Osterlind & Everson, 2009). Analysis of measurement invariance is important because the independent relationship between group membership and the probability of correct responses after conditioning on the latent target ability is a necessary condition for item validity (Ackerman, 1992; Millsap & Meredith, 1992). When a dependent relationship exists, item validity can be jeopardized due to the presence of secondary abilities that an item is not intended to measure but that differ between groups (Camilli & Shepard, 1994). DIF methods test for the existence of such secondary abilities.

It is well known that applying standard statistical tests with multilevel data can result in inflated type I error rate (i.e., the probability of reject null hypothesis when the null hypothesis is correct) due to violation of the assumption of the independence of observations (Raudenbush & Bryk, 2002). In DIF analysis, the complex hierarchical logistic regression (HLR) method has recently been employed to account for multilevel data structure and its performance was compared to the simple logistic regression (LR) method (French & Finch, 2010). French and Finch (2013) further extended their research by examining the frequently used Mantel-Haenszel test (MH) under multilevel data structure. The results of these studies by French and Finch indicated that HLR effectively controlled type I error rate, whereas LR and MH resulted in more excessive false positives than the nominal level as the intraclass correlation coefficient ($\rho$) increased when the grouping variable was at the cluster level (e.g., school type). The current study extended the literature by (a) comparing HLR, LR, and MH with respect to significance
tests under a condition that may frequently be observed in practice, but that was not
simulated in the French and Finch (2010; 2013) studies, and (b) comparing effect size
(ES) estimates of the three methods examined in the French and Finch studies. The
results of the current study, therefore, were expected to build on previous research by
comparing the performance of simple versus complex DIF methods when \( \rho \) of the
studied item was less than \( \rho \) of the total score, a condition that may be observed with
considerable frequency in practice but has yet to be studied.

French and Finch (2010; 2013) were the first researchers who investigated the
comparative performance between multiple DIF methods under multilevel data structure
by simulation studies. The results and implications of French and Finch’s studies,
however, were based on the condition that the dichotomous multilevel data were
generated where \( \rho \) of the studied item (\( \rho_y \)) was equal to \( \rho \) of the total score (\( \rho_x \)). In
practice, a frequently observed situation is \( \rho_y < \rho_x \) for dichotomous items (MacCallum,
Zhang, Preacher & Rucker, 2002). Under multilevel data structure, both the studied item
and the total score are governed by the underlying distribution of the latent ability with
certain level \( \rho \). The dichotomous studied item can be regarded as the dichotomization of
the continuous latent ability by the item threshold. The total score, on the other hand, can
be regarded as the continuous measure of the latent ability. Under classical test theory,
high reliability of the total score can be achieved if the total score is a sufficient statistic
for estimating the latent ability (e.g., under the Rasch model and with no DIF
contamination, Baker & Kim, 2004), which will in turn result in more accurate estimation
of the latent ability, leading to \( \rho_y \) being a more accurate estimate of \( \rho \) of the latent
ability. On the contrary, MacCallum et.al. have shown that when the continuous latent
trait was dichotomized, the reliability of the dichotomized variable decreased. The decreased reliability can negatively bias estimation of $\rho_y$ due to attenuated correlations.

Under multilevel data structure, $\rho$ can be interpreted as the correlation between individuals within the same cluster (Bock, 1989). The estimated correlation is as follows (e.g., Crocker & Algina, 1986; Murphy & Davidshofer, 1988; Zimmerman & Williams, 1977):

$$\hat{\rho} = R_{y_j,y_k} = R_{y_j,y_k} \sqrt{r_{jy}r_{ky}},$$

(1)

where $r_{jy}$ and $r_{ky}$ are the reliabilities of the scores (i.e., the studied item score or the total score), $R_{y_j,y_k}$ (i.e., $\hat{\rho}$) and $R_{y_j,y_k}$ (i.e., $\rho$) are the estimated and true correlations between person $j$ and $k$ within the same cluster, respectively. According to MacCallum et al. (2002), $r_{jy}$ and $r_{ky}$ for the total score are greater than $r_{jy}$ and $r_{ky}$ for the dichotomous studied item because the dichotomization of the continuous latent trait can result in a decrease in reliability. With decreased reliability of the dichotomous studied item, $R_{y_j,y_k}$ for the studied item will be smaller than $R_{y_j,y_k}$ for the total score, therefore, $\rho_y < \rho$. Further evidence was provided by Caille, Leyrat, and Giraudeau’s (2012) simulation study, where they compared $\rho$ of the dichotomous and continuous outcome variables. The results indicated that $\rho$ for the dichotomous outcome variable was consistently smaller than $\rho$ for the continuous outcome variable.

The importance of the current study can be summarized in two aspects. First, under the condition of $\rho_y < \rho$, understanding the comparative performance between HLR, LR, and MH with respect to significance tests would help researchers evaluate the cost of
extra complexity of applying HLR in both theoretical and empirical studies. The relatively recent and still accumulating research on HLR for DIF detection and its complex modeling demand might be the reasons for HLR being a less frequently used DIF method than other regularly used DIF methods in practice. The simpler LR method (Rogers & Swaminathan, 1993; Swaminathan & Rogers, 1990), and the industry standard Mantel-Haenszel test (MH test, Holland & Thayer, 1988, Penfield, 2007), on the other hand, have been intensively studied and compared (DeMars, 2009; French & Maller, 2007; Hidalgo & Lopez-Pina, 2004; Jodoin & Gierl; Narayanan & Swaminathan, 1996), but not under the condition of \( \rho_y < \rho_x \). Determining whether or not these two simple DIF methods, LR and MH, could perform as well as HLR would provide evidence (a) to help researchers make the choice between the simple versus complex modeling for DIF detection, and (b) to question the necessity of applying HLR over LR and the MH test under the frequently observed condition of \( \rho_y < \rho_x \) in practice.

Second, ES estimates have been used regularly to assist significance tests for the purpose of item retention or rejection (French & Maller, 2007; Hidalgo & Lopez-Pina, 2004; Jodoin & Gierl, 2001). No study, however, has compared HLR and other DIF methods with respect to ES estimates. Unlike standard errors, point estimates are relatively consistent and robust against the violation of the independence assumption (Raudenbush & Bryk, 2002). ES estimates based on point estimates of parameters are expected to be not severely affected by the dependency between observations as significance tests based on standard errors. Therefore, the ES estimates for the complex DIF method (i.e., HLR) accounting for multilevel data structure should be consistent with the ES estimates for the simple DIF method (i.e., LR) without accounting for multilevel
data structure. Different from HLR and LR, the MH test is a nonparametric DIF method and its ES estimate does not rely on parameter estimates. However, the MH common log odds ratio, which is used to describe the magnitude of DIF, is theoretically equivalent to the regression coefficient of the grouping variable in LR (DeMars, 2011; Swaminathan & Rogers, 1990). The ES estimate of the MH test, therefore, was expected to perform similarly to the ES estimate of LR. From an applied perspective, if ES estimates of the simple and computationally convenient DIF methods can accurately estimate the true DIF size, simple methods may be favored in some cases due to model parsimony.
Chapter 2: Literature Review

The following sections will review how HLR, LR, and MH methods are typically parameterized for DIF detection and how each method has been examined as a method for DIF detection in previous studies. A comparison of HLR and LR standard errors will also be provided to facilitate the hypotheses proposal in the current study.

Hierarchical Logistic Regression

HLR is generally used to account for multilevel data structure for dichotomous responses. The general model is written as

$$
\eta_{ij} = g(P(Y_{ij} = 1 | X_{qij}, W_{sj})) = \beta_{0j} + \beta_{1j} X_{1ij} + \beta_{2j} X_{2ij} + \ldots + \beta_{qj} X_{qij} + \ldots + \beta_{sj} W_{sj} + \mu_{ij},
$$

where $Y_{ij}$ is the dichotomous item response for person $i$ in cluster $j$, with 1 being correct, and 0 otherwise; $g$ is the logit link; $X_{qij}$ is the $q^{th}$ person level predictor and $W_{sj}$ is the $s^{th}$ cluster level predictor; $\beta$ and $\gamma$ are the associated regression coefficients for $X$ and $W$, respectively.

In DIF analysis, a person level covariate (i.e., usually the total score) is included to account for the between group mean ability difference in order to identify the true difference caused by DIF-present items. The total score is commonly used as the covariate and is denoted by $X$. In addition, a grouping variable is also included in the model for DIF detection. This grouping variable can be a within cluster grouping variable (e.g., $G_{ij} =$gender) or can be a between cluster grouping variable (e.g., $G_{j} =$school type).

In order to utilize HLR for DIF detection, the covariate and the grouping variable are included in the general HLR model. When the grouping variable is at the individual level, Equation 2 is reduced to
\[ \eta_{ij} = g(P(Y_{ij} = 1 \mid X_{ij}, G_{ij})) = \beta_{0j} + \beta_{1j}X_{ij} + \beta_{2j}G_{ij} \]
\[ \beta_{0j} = \gamma_{00} + \mu_{0j} \]
\[ \beta_{1j} = \gamma_{10} \]
\[ \beta_{2j} = \gamma_{20} \]  \hspace{1cm} (3)

When the grouping variable is at the cluster level, Equation 2 is reduced to

\[ \eta_{ij} = g(P(Y_{ij} = 1 \mid X_{ij}, G_{ij})) = \beta_{0j} + \beta_{1j}X_{ij} \]
\[ \beta_{0j} = \gamma_{00} + \gamma_{01}G_{j} + \mu_{0j} \]
\[ \beta_{1j} = \gamma_{10} \]  \hspace{1cm} (4)

When the regression coefficients \( \beta_{2j} \) and \( \gamma_{01} \) in Equation 3 and 4 are significant, the studied item is identified to have uniform DIF (i.e., group difference is consistent across all levels of the latent trait) and therefore either should be removed from the test or sent to a panel of experts for revisions. The regression coefficients \( \beta_{2j} \) and \( \gamma_{01} \) can also be used as the uniform DIF ES estimates (Williams & Beretvas, 2006). Uniform DIF is a type of DIF that the difference between groups is consistent and unidirectional across all levels of the latent ability. Another type of DIF (i.e., nonuniform DIF: group difference is not consistent across all levels of the latent trait) can be detected by including an interaction term of the grouping variable and the covariate, but was not included because it was not of primary interest in the current study. From this point forward, DIF is referred as uniform DIF for textual parsimony.

In addition to French and Finch (2010) who examined the performance of HLR for DIF detection under multilevel data structure, HLR has also been used as a multilevel technique to explore potential causes for DIF. Previous studies have added either person characteristics (e.g., gender) or item characteristics (e.g., item word counts) as predictors to the second level to explain the different probabilities of correct responses after
conditioning on the latent ability (Kamata, 1999; Luppescu, 2000; Swanson, Clauser, Case, Nungster, & Featherman, 2002; Williams & Beretvas, 2006). In such studies, data were not multilevel in the sense that persons were nested within clusters, but were assumed to be independently collected. HLR was utilized in such studies where either items were nested within persons with person characteristics as the second level predictors, or persons were nested within items with item characteristics as the second level predictors. Three level models have been established to examine the relationship between latent traits and predictors at different levels, where items were nested within persons, and persons were nested within clusters (Pastor, 2003). No study, however, has utilized such three level models for exploring potential causes for DIF as well as accounting for multilevel data structure in DIF detection.

**Logistic Regression**

Similar to HLR, LR detects DIF relying on significance tests of the regression coefficients (Swaminathan & Roger, 1990). LR model for uniform DIF detection is written as

\[
\eta_i = g(P(Y_i = 1 | X_i, G_i)) = \beta_0 + \beta_1 X_i + \beta_2 G_i
\]

where \(Y_i\) is the dichotomous item response for person \(i\). The probability of correct response for the studied item is modeled by the grouping variable \(G_i\) conditioning on the covariate \(X_i\). The purified total score (i.e., computed from DIF-free items) is generally used as the covariate to remove the impact caused by group mean ability difference as in HLR. When \(\beta_2\) is significant, the studied item has uniform DIF. The uniform DIF ES can also be estimated by \(\beta_2\) (Penfield, 2007). As compared to HLR, LR is considered as the
simpler DIF method because it does not require complex modeling for DIF detection and generally requires smaller sample size than HLR.

A number of studies have investigated the performance of LR under various conditions (e.g., DeMars, 2009; Finch & French, 2007; Hidalgo & LOpez-Pina, 2004; Rogers & Swaminathan, 1993). The most noticeable advantage of LR is that it is more powerful in detecting nonuniform DIF than other DIF methods due to its model configuration that the LR model can include an interaction term of the grouping variable and the covariate for nonuniform DIF detection. However, the performance of LR for nonuniform DIF detection was not of primary interest of the current study, and is not discussed further in the following sections.

**Standard Errors of Hierarchical Logistic Regression and Logistic Regression Coefficients**

In order to further understand the comparative performance between HLR and LR under multilevel data structure in the current study, standard errors of HLR and LR should be examined first. It has been demonstrated that the relationship between $\rho_x$ and $\rho_y$ can influence the magnitude of standard errors of HLR regression coefficients through $\rho$ of the residuals ($\rho_{yx}$, Raudenbush, 1997). In the context of DIF analysis, $\rho_{yx}$ is $\rho$ of the residuals after removing the effect of the covariate (i.e., the total score) from the studied item. Results of previous studies have indicated that the magnitude of $\rho_{yx}$ can be affected by the magnitude of $\rho$ of the covariate (i.e., $\rho_x$): holding $\rho_y$ constant, $\rho_{yx}$ becomes smaller as $\rho_x$ increased (Bloom, 2005; Hedges & Hedberg, 2007). In the current study, under the condition of $\rho_y < \rho_x$, $\rho_{yx}$ was expected to decrease, and
therefore, to affect the comparative performance of HLR and LR in terms of standard errors of their regression coefficients.

According to Raudenbush (1997), when the grouping variable \((G)\) is at the cluster level \((G_j)\), the combined model can be written as

\[
\eta_{ij} = \gamma_{00} + \gamma_{01}G_j + \gamma_{20}X_{ij} + \mu_{0j}
\]

where \(\eta_{ij} = g(P(Y_{ij} = 1 \mid X_{ij}, G_j))\) for person \(i\) in cluster \(j\), and \(g\) is the logit link, \(G_j = 1\) for focal group and \(G_j = 0\) for reference group, \(X_{ij}\) is the person level covariate (i.e., the total score), and the random components \(\mu_j \sim N(0, \tau_{\mu_j}^2)\). The regression coefficient \(\gamma_{01}\) is used to determine the presence of DIF in terms of significance test (Williams & Beretvas, 2006). Raudenbush has derived that:

\[
\begin{align*}
\text{Var}(\gamma_{01} \mid X)_{HLR} &= \frac{n\tau_{\mu_j}^2 + \sigma_{\mu_j}^2}{Jnp(1 - p)} \left[1 + \frac{U}{V \varphi_{HLR}} + Y\right], \\
\Delta_x &= \frac{\tau_x^2 + \sigma_x^2}{n}, \\
U &= Jp(1 - p)(M_F - M_R)^2 / \Delta_x, \\
V &= SS_x / \sigma_x^2, \\
Y &= SS_u / \Delta_u, \\
\varphi_{HLR} &= \frac{(n\rho_{\mu_j} + 1 - \rho_{\mu_j})(1 - \rho_x)}{(n\rho_x + 1 - \rho_x)(1 - \rho_{\mu_j})}, \\
\rho_{\mu_j} &= \frac{\tau_{\mu_j}^2}{\tau_{\mu_j}^2 + \sigma_{\mu_j}^2}, \\
\rho_x &= \frac{\tau_x^2}{\tau_x^2 + \sigma_x^2},
\end{align*}
\]

where \(p\) is the proportion of clusters assigning to the reference group, \(J\) is the number of clusters, \(n\) is the number of persons within each cluster and is the same for all clusters, and \(M_F\) and \(M_R\) are the group means for the focal and reference groups, respectively. Standard errors derived by Raudenbush (1997) were not for binary data specifically. The standard errors of HLR regression coefficients for binary data, however, should follow...
the same form as in Raudenbush with a different form of within-cluster variance

When $G$ is the grouping variable at the individual level ($G_{ij}$) with the assumption
of equal group proportion within each cluster, equation (2) becomes

$$\eta_{ij} = \gamma_{00} + \gamma_{10} G_{ij} + \gamma_{20} X_{ij} + \mu_{0j}$$

and equation (3) becomes

$$\begin{eqnarray*}
Var(\hat{\gamma}_{10} \mid X)_{HLR} = & \frac{\tau_{ij}^2 + \sigma_{ij}^2}{Jnp(1-p)} 
\left(1+ \frac{U}{V \phi_{HLR} + \gamma}\right).
\end{eqnarray*}$$

In general, $Var(\hat{\gamma}_{01} \mid X)_{HLR}$ at the cluster level is greater than $Var(\hat{\gamma}_{10} \mid X)_{HLR}$ at the
individual level, leading to higher type I error rate when the grouping variable is at the
individual level (Bloom, 2005). French and Finch (2010) have shown that the type I error
rate at the individual level was well controlled whereas HLR was more conservative
when the grouping variable was at the cluster level.

When item responses for a particular item are modeled by LR ignoring multilevel
data structure, equation (2) and (4) are reduced to

$$Y_i = \gamma_0 + \gamma_1 G_i + \gamma_2 X_i + e_i,$$

where the cluster index $j$ is removed. The regression coefficient $\gamma_1$ is used to determine
the presence of DIF in terms of significance test (Penfield, 2007). The variance of $\gamma_1$ then
becomes

$$\begin{eqnarray*}
Var(\hat{\gamma}_1 \mid X)_{LR} = & \frac{\sigma_{ij}^2}{Jnp(1-p)} 
\left(1+ \frac{U}{V \phi_{LR} + \gamma}\right),
\end{eqnarray*}$$

$$\phi_{LR} = \frac{1-\rho_s}{n\rho_s + 1-\rho_s},$$
In order to compare equations (7), (9), and (11), $\varphi_{HLR}$ and $\varphi_{LR}$ need to be rewritten in the comparable forms as follows

$$\varphi_{HLR} = \frac{(n\rho_{jix} + 1 - \rho_{jix})(1 - \rho_x)}{(n\rho_x + 1 - \rho_x)(1 - \rho_{jix})}$$

$$= \frac{(n\rho_{jix} + 1 - \rho_{jix})}{(1 - \rho_{jix})} \frac{(n\rho_x + 1 - \rho_x)}{(1 - \rho_x)}$$

$$= \frac{n\rho_{jix}}{(1 - \rho_{jix})} + 1$$

$$= \frac{n\rho_x}{(1 - \rho_x)} + 1$$

$$= \frac{\rho_{jix}}{(1 - \rho_{jix})} + \frac{1}{n}$$

$$= \frac{\rho_x}{(1 - \rho_x)} + \frac{1}{n}$$

$$= \frac{1}{n}$$

$$= \frac{1}{1 - \rho_x} - 1$$

$$= \frac{1}{\rho_x + 1}$$

and

$$\varphi_{LR} = \frac{1 - \rho_x}{n\rho_x + 1 - \rho_x}$$

$$= \frac{1}{n\rho_x + 1 - \rho_x}$$

$$= \frac{1}{n\rho_x} + 1$$

$$= \frac{\rho_x}{1 - \rho_x} + \frac{1}{n}$$

$$= \frac{1}{n}$$

$$= \frac{1}{1 - \rho_x} + \frac{1}{n}$$

$$= \frac{1}{\rho_x + 1}$$
Differences between equations (7), (9), and (11) lie in two places: (a) Numerators
\[ n\tau_{\text{y|x}}^2 + \sigma_{\text{y|x}}^2 \] vs. \[ \tau_{\text{y|x}}^2 + \sigma_{\text{y|x}}^2 \] in the ratio outside of the parenthesis, and (b) \( \varphi_{\text{HLR}} \) and \( \varphi_{\text{LR}} \).

From (a) and (b), the differences between \( \text{Var}(\hat{\gamma}_{10} | X)_{\text{HLR}}, \text{Var}(\hat{\gamma}_{01} | X)_{\text{HLR}}, \) and \( \text{Var}(\hat{\gamma}_1 | X)_{\text{LR}} \) are due to the magnitude of \( \rho_{\text{y|x}} \). When \( \rho_{\text{y|x}} \) is close to 0, \( \tau_{\text{y|x}}^2 \) becomes smaller, leading to approximate equivalence of components in (a). When \( \rho_{\text{y|x}} \) is close to 0, the numerator \( \frac{1}{1 - \frac{1}{n\rho_{\text{y|x}}}} \) in \( \varphi_{\text{HLR}} \) approaches to the numerator \( \frac{1}{n} \) in \( \varphi_{\text{LR}} \) in (b). Therefore, \( \text{Var}(\hat{\gamma}_{10} | X)_{\text{HLR}}, \text{Var}(\hat{\gamma}_{01} | X)_{\text{HLR}}, \) and \( \text{Var}(\hat{\gamma}_1 | X)_{\text{LR}} \) will become closer when \( \rho_{\text{y|x}} \) is close to 0. In other words, when the covariate \( X \) (i.e., the total score) explains all or most of the between group variance, which leads to negligible \( \rho_{\text{y|x}} \), the HLR model will be reduced to the LR model. Previous studies have provided evidence that when appropriate person level covariates were included in the model, a significant proportion of between cluster variance could be explained, resulting in reduced, sometimes, negligible \( \rho_{\text{y|x}} \) (Hedges & Hedberg, 2007; Porter & Raudenbush, 1987).

Because item responses are conditional on the latent ability, when the total score can accurately estimate the latent ability, it is an appropriate person level covariate to account for the between cluster variance. In French and Finch (2010; 2013) studies, where data were generated from two-parameter Item Response Theory (IRT) model, the purified total score was used as the person level covariate and was not a sufficient statistic for estimating the latent ability due to the varying discrimination parameters across items.
(Baker & Kim, 2004). Other than the effect of dependency between observations, the inflated type I error rate of LR may be partially caused by the fact that the covariate (i.e., purified total score) could not explain the between cluster variance as much as if the covariate was a sufficient statistic for latent ability estimation (e.g., purified total score under the Rasch model). Thus, when the covariate is an accurate estimate of the latent ability, and can explain most of the between-cluster variance (i.e., negligible $\rho_{\text{j,x}}$), HLR and LR will be fairly equivalent in DIF detection with respect to significance tests under multilevel data structure. The relatively demanding HLR may be not necessary for the purpose of accounting for multilevel data structure if the simple LR can produce equivalent standard errors as HLR does.

**Mantel-Haenszel test**

Different from LR and HLR, MH is a nonparametric approach because no model parameters are used for DIF detection. As illustrated in Table 1, the observed proportions of item responses are obtained to form $m$ strata of two-way contingency tables, where $m$ is the number of levels of the matching variable (i.e., the total score). MH significance test and its ES estimate are given by

$$MH - \chi^2 = \frac{\left[ \sum_{k=1}^{m} R_{rk} - \sum_{k=1}^{m} E(R_{rk}) \right] - 0.5}{\sum_{k=1}^{m} Var(R_{rk})},$$  \hspace{1cm} (12)

and

$$\lambda_{MH} = \ln \left( \frac{\sum_{k=1}^{m} \frac{R_{rk}W_{fk}}{N_{fk}}}{\sum_{k=1}^{m} \frac{R_{rk}W_{rk}}{N_{rk}}} \right).$$  \hspace{1cm} (13)
The elements in equations 12 and 13 are explained in Table 1. The chi-square test is computed by evaluating the squared discrepancy between the observed frequency and the predicted frequency. The DIF effect size estimate is the weighted average of log odds ratios across all levels of the matching variable. For the MH test, the utilization of the total score to create distinct strata is theoretically the same as including the covariate in the LR method, where the probability of correct responses are modeled after conditioning on/controlling for the effect of the covariate (DeMars, 2011; Swaminathan & Rogers, 1990). The performance of the MH test is therefore expected to perform equivalently as the LR method in DIF detection.

The MH test is popular in practice, due in part, to its computational convenience. Few studies have been conducted to investigate the performance of MH under multilevel data structure in educational and psychological studies. Previous studies conducted in other areas (e.g., medicine) have shown that MH can overly reject the null hypothesis (e.g., no treatment effect) due to the violation of the independence assumption when the primary sampling unit was at the cluster level (Donald & Donner, 1987; Rao & Scott, 1992; Weerasekera & Bennett, 1992). These studies, however, either did not include any covariate or include covariates providing information (e.g., demographic information) that was not as informative as the total score employed in MH for DIF analysis.

French and Finch (2013) examined the performance of MH for DIF analysis with multilevel data. Several MH adjustments (i.e., adjusting for multilevel data structure) were also compared with the standard MH with respect to significance tests. The results indicated that standard MH exhibited inflated type I error rate as $\rho$ increased, and did not perform as effectively as some of the MH adjustments. The results and implications of
this study, however, were based on a condition also imposed in French and Finch (2010): \( \rho_y = \rho_x \). Due to its popularity in empirical settings, the investigation of MH should be conducted and compared with HLR and LR to gain further understanding of the comparative performance between these DIF methods under the condition of \( \rho_y < \rho_x \).
Chapter 3: Hypotheses

The following hypotheses regarding to the performance of the three DIF methods, HLR, LR, and MH under the frequently observed condition of $\rho_y < \rho_x$ were as follows.

**Hypothesis 1.** HLR, LR, and MH will perform comparably with respect to significance tests when $\rho_{y|x}$ is close to zero.

**Hypothesis 2.** The ES estimates of HLR, LR, and MH will be comparable under multilevel data structure.
Six factors were included in the current Monte Carlo study to investigate the comparative performance of HLR, LR, and MH under the condition of $\rho_y < \rho_x$. Levels of model type (2 levels), $\rho$ (5 levels), item type (3 or 4 levels depending on the IRT model), grouping variable (2 levels), number of clusters (3 levels), and sample size within each cluster (3 levels) were crossed to create 630 conditions. Each condition was replicated 1000 times.

Data Generation

Twenty dichotomous items were generated using the R package for statistical computing (R Core Team, 2010). Item parameters were obtained from Narayanan and Swaminathan (1996), and were used to generate item responses based on latent ability values generated from a standard normal distribution. Test length was not manipulated in the current study because previous studies have provided evidence that test length generally did not have as meaningful effect on uniform DIF detection as other factors (Rogers & Swaminathan, 1993; Swaminathan & Ragers, 1990); and twenty-item tests were not uncommon in previous studies (Donoghue & Allen, 1993; French & Finch, 2010; Williams & Beretvas, 2006).

Factors manipulated

Model type. Two types of IRT models were used to generate item responses: the Rasch model and the two-parameter IRT model (2PL). The purified total score (i.e., score computed from DIF-free items) was used as the covariate in the LR and HLR methods; and the total score including the studied item was used as the matching variable for the MH test (Zwick, 1990). The total score is a sufficient statistic for the estimation of the
latent ability under the Rasch model but not under the 2PL model (Baker & Kim, 2004). Whether or not the sufficiency of the total score can affect $\rho_{yx}$ is important to understand the comparative performance of the three DIF methods.

**Intraclass Correlation Coefficient**. Five levels of $\rho$ were simulated to reflect various magnitude of correlations between individuals within each cluster, and were the same as in French and Finch (2010; 2013) studies. The five levels were 0.05, 0.15, 0.25, 0.35, and 0.45, which were within the range of frequently observed $\rho$ in empirical studies (Hedges, 2007; Hedges & Hedberg, 2007).

**Item Type**. Previous studies have demonstrated that item parameters have a significant effect on the performance of DIF methods, especially those methods relying on parameter estimates (DeMars, 2011; Donoghue & Allen, 1993; Rogers & Swaminathan, 1993). In the current study, different levels of item difficulty ($b$) and discrimination parameters ($a$) were combined to create 3 types of items showing uniform DIF for the Rasch model, and 4 types of items showing uniform DIF for the 2PL model. The item parameters of these types of items were illustrated in Table 2, which were the same as in Rogers and Swaminathan (1993) covering a wide and reasonable range of item parameters in practice. Not all levels of item difficulty and discrimination parameters were combined due to potential imprecise parameter estimation, leading to unreasonable item responses (e.g., high difficulty and low discrimination). One level of DIF size of 0.6 was selected to represent a meaningful and commonly observed DIF size as in previous studies (DeMars, 2009; Jodoin & Gierl, 2001). This moderate to large DIF size was generated for the purpose of computing power, estimating ES, and maintaining a
reasonable number of conditions within the current study. The DIF size was generated as the difference between the item difficulty parameters between groups.

**Grouping variable.** As in French and Finch (2010; 2013), two types of grouping variable were generated: between-cluster and within-cluster grouping variables. The between-cluster grouping variable was generated at the cluster level with 2 groups (e.g., classroom level characteristics); the within-cluster grouping variable was generated at the individual level with 2 groups (e.g., gender). For simplicity, only one grouping variable was included at each level for the current study, although more individual and cluster level characteristics can be included to identify potential sources of DIF (Swanson, Clauser, Case, Nungster, & Featherman, 2002; Williams & Beretvas, 2006).

**Number of Clusters and Sample Size within Each Cluster.** Three levels of number of clusters ($J$) were generated to reflect small ($J=25$), medium ($J=50$), and large ($J=100$) number of clusters. The performance of HLR in detecting uniform DIF with small number of clusters has not been investigated previously (French & Finch, 2010). Smaller number of clusters might cause HLR to yield biased parameter estimates, thus leading to less consistency in uniform DIF detection than LR and MH, which generally do not require large sample size. Three levels of sample size within each cluster ($n$) were generated to reflect small ($n=10$), medium ($n=30$), and large ($n=50$) number of individuals within each cluster.

**Outcomes**

The analyses of HLR and LR were conducted using Mplus 6.1 (Muthén & Muthén, 2010), and the analysis of MH was conducted using R. Type I error rate and power were computed under the generated conditions to evaluate hypothesis 1, where Type I error
rate was calculated as the ratio of number of DIF-free items falsely identified as DIF-present items out of all replications, and power was calculated as the ratio of number of DIF-present items correctly identified as DIF-present items out of all replications. Bias and mean square error ($MSE$) of ES estimates of the three DIF methods described in previous sections were computed as follows to evaluate hypothesis 2:

$$Bias(\hat{ES}) = E(\hat{ES}) - ES$$

$$MSE(ES) = [Bias(\hat{ES})]^2 + Var(\hat{ES}),$$

where $\hat{ES}$ is the estimated effect size, and $ES$ is the true DIF size. Mean bias and $MSE$ were averaged across replications to evaluate precision and consistency of ES. Mean bias smaller than 0.05 were considered negligible based on the established criterion (Muthén & Muthén, 2002). Because the levels of the manipulated factors were not fully crossed due to different levels of the item type factor for the Rasch and 2PL models, two repeated measures ANOVA analyses were performed on bias and $MSE$ for the Rasch and 2PL models, respectively. Significant main effects and interaction terms with partial effect size ($\hat{\eta}_p^2$) greater than 0.001 were discussed.
Chapter 5: Results

Magnitude of intraclass correlation coefficients of the residuals (\(\rho_{y|x}\))

Before discussing the comparative performance between HLR, LR, and MH with respect to type I error rate, the magnitude of \(\rho_{y|x}\) should be examined first to assist the inferences of the results. Table 3 provides \(\rho_{y|x}\) for each level of the manipulated factors.

Under both Rasch and 2PL models, \(\rho_{y|x}\) increased as \(\rho\) increased; \(\rho_{y|x}\) decreased as \(J\) and \(n\) increased; \(\rho_{y|x}\) with grouping variable at the cluster level was smaller than when the grouping variable was at the within cluster level; \(\rho_{y|x}\) for items with moderate \(b\) and low or high \(a\) was the smallest, and \(\rho_{y|x}\) for items with low \(b\) and high \(a\) was the largest. In general, \(\rho_{y|x}\) under the Rasch model was smaller than \(\rho_{y|x}\) under the 2PL model across all levels of the manipulated factors, with \(\rho_{y|x}\) ranged from 0.018 to 0.056 under the Rasch model, and from 0.023 to 0.076 under the 2PL model. None of \(\rho_{y|x}\), however, was greater than 0.08.

Type I error rate

Table 4 provides type I error rate and its standard deviation for each level of the manipulated factors. Under the Rasch model, both HLR and LR controlled type I error rate reasonably well at the nominal alpha level (i.e., 0.05), with HLR being slightly conservative and LR being slightly liberal. Under the 2PL model, HLR effectively controlled type I error rate at the nominal alpha level. LR had type I error rate ranged from 0.049 to 0.064 across the conditions. In summary, HLR and LR performed equivalently (i.e., similar type I error rates) and consistently (i.e., similar standard
deviations of type I error rates) across the conditions under the Rasch model, with the average difference in type I error rate of 0.003 and in its standard deviation of 0.001. Under the 2PL model, HLR outperformed LR slightly, with the average difference in type I error rate of 0.005 and in its standard deviation of 0.006. The slight advantage of HLR over LR under the 2PL model can be further observed by the magnitude of $\rho_{yx}$, where $\rho_{yx}$ ranged from 0.023 to 0.076 under the 2PL model and 0.018 to 0.056 under the Rasch model. MH, in general, was found to be conservative across all conditions under both models with type I error rate ranged from 0.034 to 0.045.

As depicted by Figures 1-3, the comparative performance of HLR, LR, and MH was quite different for the two model types. Under the Rasch model, the comparative performance between the three methods was not affected by $J$, $n$, and item type. When $\rho$ was smaller than 0.25, LR maintained type I error rate at the nominal level, with HLR being slightly conservative and MH being more conservative than HLR. Once $\rho$ exceeded 0.25, HLR maintained type I error rate at the nominal level, with LR being slightly inflated and MH being conservative. The difference of the comparative performance among the three methods in terms of type I error rate was small. Under the 2PL model, however, the difference became larger as compared to that under the Rasch model. As $\rho$, $J$, and $n$ increased, the effect of model type became more obvious, where the discrepancy between HLR and LR became larger, but type I error rate inflation of LR did not exceed 0.100. In general, HLR controlled type I error rate well; LR was more liberal than under the Rasch model, especially for items with moderate to high $b$ and high $a$, and MH being conservative under most conditions except when $\rho$ was 0.45 and $n=50$, where type I error rate of MH was 0.054.
Graphical comparisons between HLR, LR, and MH were not provided for the condition of grouping variable being at the individual level because the results were very similar to that of French and Finch (2010), where HLR and LR performed equivalently across levels of manipulated factors. MH, as in the condition of grouping variable being at the cluster level, was conservative across all conditions.

**Power**

Table 5 provides power and its standard deviation for simulation conditions. Power for HLR, LR, and MH were all above the acceptable level of 0.8. Under the Rasch model, LR outperformed HLR slightly, and MH was the least efficient DIF method in terms of both equivalency (i.e., power) and consistency (i.e., standard deviation of power). The average magnitude of differences between the three methods across all conditions, however, was as small as 0.007 for power and 0.014 for its standard deviation. As number of clusters and sample size within each cluster increased, power increased. Power decreased slightly as $\rho$ increased for all three methods, but the magnitude of increase did not exceed 0.006 for each method. When the grouping variable was at the cluster level, power was slightly lower than when the grouping variable was at the individual level, the magnitude of differences across three methods, again, was negligible (i.e., 0.001 to 0.006). Finally, items with moderate $b$ performed better in terms of both DIF detection rates and consistency than items with either low or high $b$. In summary, even with tiny differences between levels of factors, all three methods can detect DIF efficiently under the Rasch model because the minimum detection rate was above the acceptable level of 0.8 (i.e., 0.851) across all levels of manipulated factors.
Under the 2PL model, with slight decrease in power and increase in standard deviations under most conditions, similar patterns were observed as under the Rasch model for all three methods, where LR being the most powerful method, and MH being the least efficient method.

The minimum detection rate of the three methods across levels of manipulated factors was 0.848, which was slightly lower than that under the Rasch model, but was above the acceptable level of 0.80.

Figure 4-6 depicted the comparative performance of HLR, LR, and MH under different levels of $J$, $n$, and item type, respectively, across all levels of $\rho$. As depicted by Figures 4 and 5, the comparative performance of HLR, LR, and MH was affected the most by $J$ and $n$. When $J$ and $n$ were medium to large, power of HLR, LR, and MH all increased rapidly to 1.00 regardless of the magnitude of $\rho$, and the three DIF methods performed equivalently. When $J$ and $n$ was small, the discrepancy between the three methods was larger than when $J$ and $n$ was medium to large, with LR being the most efficient method and MH being the least efficient method. Another noticeable effect under the condition of small $J$ and $n$ was that power of HLR, LR, and MH all decreased as $\rho$ increased. As depicted by Figure 6, item type has no effect on power across levels of $\rho$ because similar patterns were observed across all levels of item type: HLR, LR and MH were comparative in terms of correctly detecting DIF-present items.

**Bias**

Under the Rasch model, mean bias of HLR, LR, and MH ES estimates ranged from -0.04 to 0.03, -0.04 to 0.05, and 0.01 to 0.06, respectively, across all simulation conditions. ES estimates of HLR and LR accurately estimated the true DIF size because mean biases
across all conditions were lower than the cut-off value of negligible mean bias of 0.05. MH odds ratio was positively biased under the condition of low $b$ and high $b$ with small number of clusters and sample size within each cluster, where the bias was only 0.01 higher than the cut-off value. Although main effects of DIF method ($p < 0.01$, $\hat{\eta}_p^2 = 0.027$), grouping variable ($p < 0.01$, $\hat{\eta}_p^2 = 0.004$), sample size ($p < 0.01$, $\hat{\eta}_p^2 = 0.002$) and the two-way interaction of DIF method by grouping variable ($p < 0.01$, $\hat{\eta}_p^2 = 0.007$) were significant, the mean biases of different levels of the main effects and the crossed levels of the interaction effect were smaller than the cut-off value, and therefore were considered negligible.

Under the 2PL model, mean bias of HLR, LR, and MH ES estimates ranged from -0.25 to 0.13, -0.25 to 0.16, and -0.23 to 0.18, respectively, across all levels of manipulated factors. ES estimates of HLR, LR and MH did not seem to be effective in estimating DIF size because mean biases across most conditions were higher than the cut-off value of 0.05. As under the Rasch model, the main effects of DIF method ($p < 0.01$, $\hat{\eta}_p^2 = 0.027$), grouping variable ($p < 0.01$, $\hat{\eta}_p^2 = 0.004$), sample size within each cluster ($p < 0.01$, $\hat{\eta}_p^2 = 0.002$) and the two-way interaction of DIF method by grouping variable ($p < 0.01$, $\hat{\eta}_p^2 = 0.008$) were significant, but were not discussed further due to negligible mean biases across levels of main effects and interaction effects. The main effect of item type ($p < 0.01$, $\hat{\eta}_p^2 = 0.625$) and the two-way interaction of DIF method by item type ($p < 0.01$, $\hat{\eta}_p^2 = 0.005$), however, needed to be discussed because the inaccuracy of ES estimates of the three DIF methods were attributed to the effect of item type. As illustrated by Figure 7, mean biases of HLR, LR, and MH ES estimates were negatively
biased when items had low \( a \), and were positively biased when items with high \( a \). Also, as \( b \) increased, mean bias also increased. Among ES estimates of the three DIF methods, HLR ES estimate was the least biased whereas MH odds ratio was the most biased when the items had high \( a \).

**MSE**

Under the Rasch model, MSE of HLR, LR, and MH ES estimates ranged from 0.004 to 0.154, 0.004 to 0.162, and 0.004 to 0.205, respectively. Under the 2PL model, MSE of HLR, LR, and MH ES estimates ranged from 0.007 to 0.201, 0.008 to 0.217, and 0.013 to 0.280, respectively. Under both Rasch and 2PL models, as illustrated in Table 6 and Table 7, ES estimates of HLR and LR performed equivalently in terms of consistency with negligible average difference in MSE (Rasch: 0.002; 2PL: 0.003). MH odd ratio was the least consistent ES estimate among the three DIF ES estimates. Main effects of DIF method (both Rasch and 2PL: \( p < 0.01, \hat{\eta}_p^2 = 0.014 \)), item type (Rasch: \( p < 0.01, \hat{\eta}_p^2 = 0.067 \); 2PL: \( p < 0.01, \hat{\eta}_p^2 = 0.090 \)), number of clusters (Rasch: \( p < 0.01, \hat{\eta}_p^2 = 0.318 \); 2PL: \( p < 0.01, \hat{\eta}_p^2 = 0.309 \)), and sample size within each cluster (Rasch: \( p < 0.01, \hat{\eta}_p^2 = 0.430 \); 2PL: \( p < 0.01, \hat{\eta}_p^2 = 0.289 \)) were significant. The highest-order interaction terms containing these four significant main effects were also significant (Rasch: \( p < 0.01, \hat{\eta}_p^2 = 0.001 \); 2PL: \( p < 0.01, \hat{\eta}_p^2 = 0.002 \)) under both models. For both Rasch and 2PL models, as number of clusters and sample size within each cluster increased, MSE decreased accordingly. And when an item had either low or high \( b \), MSE was larger as compared to an item with moderate \( b \) for ES estimates of all three DIF methods. Under the 2PL model, however, as observed in Table 5, when an item with moderate \( b \) also had
low $a$, $MSE$ was highest among four levels of item type as number of cluster and sample size with each cluster increased.
Chapter 6: Conclusions

As emphasized by French and Finch (2010; 2013), understanding the performance of DIF methods under multilevel data structure is crucial to item and test validity. Results of DIF detection can be spurious if a DIF method is inconsistent with the data structure, leading to invalid item and test scores. From an applied perspective, misspecified DIF-present or DIF-free items may obscure systematic difference in test scores between groups of interest within- (e.g., gender) or between-clusters (e.g. schools). The current study extended French and Finch's studies by comparing DIF methods that may or may not comply with data structure under a condition that may be observed frequently in practice, but has not been studied. The comparative performance of a complex DIF method, HLR, and two simpler DIF methods, LR and MH, was examined by testing two hypotheses with respect to significance tests and ES estimates.

The first hypothesis of HLR, LR, and MH being comparable in terms of significance tests when $\rho_{yjs}$ was close to zero was tested under various conditions and was partially supported. When the grouping variable was at the cluster level, HLR, LR and MH performed equivalently in terms of controlling type I error rate at the nominal alpha level when $\rho$ was small (i.e., $\rho < 0.25$) under both Rasch and 2PL models. When $\rho$ became larger (i.e., $\rho > 0.25$), HLR generally outperformed LR with respect to type I error rate, and MH was slightly conservative under both models. The magnitude of type I error rate inflation of LR as compared to HLR and MH under the Rasch model, however, was not as large as that under the 2PL model, because the larger $\rho_{yjs}$ was, the more HLR outperformed LR and MH. When $\rho$ was greater than 0.25, the average $\rho_{yjs}$ under the Rasch model was 0.034, and was 0.054 under the 2PL model, which confirmed the more
consistent and equivalent performance of the three DIF methods under the Rasch model than under the 2PL model. As compared to French and Finch (2010; 2013), the results of the current study were similar to theirs when the grouping variable was at the individual level, where all three methods performed equivalently in terms of maintaining type I error rate at the nominal level. The maximum magnitude of type I error rate inflation of LR under the 2PL model, however, was 0.440 under the condition of $\rho_y = \rho_x$ in French and Finch (2010), and was 0.167 under the condition of $\rho_y < \rho_x$ in the current study under similar conditions.

In regard to power, all three methods maintained power above the acceptable level (0.8) with trivial differences across all levels of manipulated factors in the current study. The effects of number of clusters and sample size within each cluster were most noticeable as compared to other factors (i.e., item type and intraclass correlation coefficient). The power of HLR, LR and MH were comparative and higher than the acceptable level when number of clusters and sample size within each cluster were medium to high, and was not affected by the magnitude of intraclass correlation coefficient. When number of clusters and sample size within each cluster was small, the relative advantage of LR over HLR and MH was more apparent than under the condition of medium to large number of clusters and sample size within each cluster, with power of HLR being slightly lower than power of LR, and power of MH being the lowest. Power of the three DIF methods, although was lower under the condition of small number of cluster and small sample size within each cluster than under the condition of medium to large number of clusters and sample size within each cluster, was above the acceptable level of 0.8. As compared to the results of French and Finch (2010; 2013), under the
similar conditions where DIF size was 0.6 in their studies, power of these three methods reached 0.8 only when the number of clusters and sample size within each cluster were large, which might be explained by the condition of $\rho_y = \rho_x$ generated in their studies.

The results of the current study partially supported the second hypothesis of HLR, LR, and MH being comparable in terms of ES estimates. Under the Rasch model, both HLR and LR ES estimates were equivalent in terms of estimating DIF size accurately under all conditions. MH ES estimate was also precise under most conditions except for either easy or difficulty items when the number of clusters and sample size within each cluster were small, where MH ES estimate was slightly positively biased. Under the 2PL model, the effect of item type was the most noticeable among all other factors. When items had low $a$, ES estimates of all three methods were negatively biased with negligible differences between them; when items had high $a$ and either moderate or high $b$, ES estimates of all three methods were all positively biased with HLR ES estimate being the most precise, and MH ES estimate being the least precise. As for $MSE$ of ES estimates, HLR, LR, and MH ES estimates were more consistent under the Rasch model than under the 2PL model with average difference as small as to the second decimal place. Within both Rasch and 2PL model, HLR and LR ES estimates performed equivalently in terms of consistency with average difference in the third decimal place, and MH was the least consistent DIF ES estimate with average difference in the second decimal place as compared to HLR and LR. In summary, the second hypothesis of all three ES estimates being comparable was supported under the Rasch model across all conditions, and under certain conditions of 2PL model (e.g., low $b$ and low $a$).
Chapter 7: Discussions

For practitioners, the question brought up earlier regarding employing complex versus simple modeling for DIF detection with multilevel data under the condition of $\rho_s < \rho$, can be informed by the results of the current study. Under the Rasch model, the simple DIF method LR can be used as the most effective method when the number of cluster, sample size within each cluster, and $\rho$ is small (i.e., smaller than 0.25), where HLR and MH can be slightly conservative with respect to type I error rate. Situations where $\rho$ was greater than 0.25 is not as common as $\rho$ was less than 0.25 based on empirical literature (What Works Clearinghouse, 2008). Therefore, complex DIF method might not be necessary under certain conditions, especially when researchers have limited resources to recruit participants in empirical settings. When $\rho$ is greater than 0.25, the complex method HLR should be employed because LR can exhibit slightly inflated type I error rate and MH can be a little conservative. However, the consequences caused by slightly liberal LR and conservative MH with respect to significance tests can be compensated for by the precise and consistent ES estimates of LR and MH. Therefore, HLR, LR, and MH can be used interchangeably under the Rasch model, with simple DIF methods of LR and MH being more favorable when resources are limited or when model parsimony is of interest to researchers.

Under the 2PL model, researchers should use caution when simple DIF methods are employed with multilevel data structure being ignored. Under conditions of small $\rho$, small sample size within each cluster, LR can still be used interchangeably with HLR for easy and high discriminating items. When $\rho$ becomes larger, LR is no longer appropriate. As discussed previously, because the purified total score under the 2PL model is not a
sufficient statistic for estimating the latent ability, including it as the personal level covariate can cause misleading results with respect to both significance tests and ES estimates. Unless a modified sufficient person level covariate under the 2PL model (e.g., \( \sum aX_{ij} \), where \( a \) is the discrimination parameter, and \( X_{ij} \) is the person level score of person \( i \) in cluster \( j \), Baker & Kim, 2004) is used in LR, HLR is generally preferred. On the other hand, MH, even under the 2PL model, can maintain reasonably high power to correctly identify DIF-present items but can be a little conservative in identifying DIF-free items. MH common odds ratio, however, is the least precise and stable ES estimate, which might be due to the same reason of insufficiency of the total score used as the matching variable. Therefore, MH ES estimate should be used with caution under the 2PL model.

Previously, regular DIF methods that didn't account for multilevel data structure (e.g., LR or MH) were employed with multilevel data structure ignored. These studies might be reexamined if the intraclass correlation coefficients were high and sample sizes were small with misspecified model (e.g., item responses followed the 2PL model were modeled by the Rasch model). Researchers should be cautious when using regular DIF methods (e.g., MH) with multilevel data. Based on the results of the current study, it is recommended that the magnitude of intraclass correlation coefficient and model-data fit should be examined first before selecting an appropriate DIF method, especially when number of clusters and sample size within each cluster were small.

A few factors that are sometimes included in DIF analysis were not manipulated in the current study, which may limit the generalizability of the results of the current study. For example, the results of the current study indicated that HLR, LR, and MH can
maintain reasonably high power across all conditions. This can be attributed to the fact that a medium to high level of DIF size (0.6) was generated. It would not be surprising to see that power would decrease if smaller DIF size was generated. However, as compared to the results of French and Finch (2010; 2013), power of the three DIF methods in the current study was higher under similar conditions, providing some evidence that the three DIF methods under the condition of \( \rho_y < \rho_x \) in the current study might be more powerful than under the condition of \( \rho_y = \rho_x \). In addition, DIF contamination, which had an unfavorable effect on several DIF methods (Finch, 2005; Woods, 2009) was not included in the current study, partly because the effect of DIF contamination can be alleviated by iterative item purification procedures or by including anchor items (Wang, Shih & Yang, 2009). Some other factors (e.g., test length) were not included based on the principle of avoiding confounding effects which can be somewhat removed by external remedies (e.g., inclusion of anchor items).

Results from the current study suggest that the literature in DIF analysis under multilevel data structure could be expanded in at least two ways. First, although LR and MH can effectively identify DIF-present items and retain DIF-free items under certain conditions, these methods were not consistent with multilevel data structure and therefore performed poorly under unfavorable conditions. A possible remedy may be to apply modifications to these DIF methods. For example, design effect (i.e., it inflates standard errors of parameter estimates to correct for the dependency between observations) can be accommodated in the associated significance tests to account for the multilevel data structure (Weerasekera & Bennett, 1992), and can be extended in DIF analysis for future research. Second, based on the results of previous and current studies, HLR is still
considered the most effective DIF method with respect to both significance tests and ES estimates under multilevel data structure, especially when the observations within each cluster are highly correlated. There are empirical situations where $\rho$ can be high, and HLR should be used as the more appropriate method for DIF detection. For example, Myers, Feltz, Maier, Wolfe, and Reckase (2006) have demonstrated that $\rho$ can be as high as 0.33 for physical education settings. In addition, HLR has great potential in DIF analysis and should be examined further because it was not only studied to examine its capability to account for multilevel data structure, but was also used to explore the potential causes of DIF (Kamata, 1999; Swanson, Clauser, Case, Nungster & Featherman, 2002; Williams & Beretvas, 2006). For example, three-level HLR models where items can be nested within persons (i.e., to identify potential DIF sources caused by item characteristics) and persons were nested within clusters (i.e., DIF detection that accounts for the dependency between observations) can be employed in DIF analysis for future studies. More research can be done under both conditions of $\rho_y < \rho_z$ and $\rho_y = \rho_z$ to obtain further understanding of complex versus simple modeling for DIF detection.
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Table 1. *An illustration of a two-way contingency table at level k of the matching variable*

<table>
<thead>
<tr>
<th></th>
<th>Correct</th>
<th>Incorrect</th>
<th>Total</th>
</tr>
</thead>
<tbody>
<tr>
<td>Focal</td>
<td>$R_{jk}$</td>
<td>$W_{jk}$</td>
<td>$N_{jk}$</td>
</tr>
<tr>
<td>Reference</td>
<td>$R_{rk}$</td>
<td>$W_{rk}$</td>
<td>$N_{rk}$</td>
</tr>
<tr>
<td>Total</td>
<td>$R_{tk}$</td>
<td>$W_{tk}$</td>
<td>$N_{tk}$</td>
</tr>
</tbody>
</table>

*Note. $b =$ Difficulty parameter; $a =$ Discrimination parameter. $R_{jk} =$ Number of correct responses for the focal group; $R_{rk} =$ Number of correct responses for the reference group; $R_{tk} =$ Number of correct responses for both focal and reference groups; $W_{jk} =$ Number of incorrect responses for the focal group; $W_{rk} =$ Number of incorrect responses for the reference group; $W_{tk} =$ Number of incorrect responses for both focal and reference groups; $N_{jk} =$ Total number of correct and incorrect responses for the focal group; $N_{rk} =$ Total number of correct and incorrect responses for the focal group; $N_{tk} =$ Total number of correct and incorrect responses for both focal and reference groups;*
Table 2. *Item parameters used to generate items with uniform DIF*

<table>
<thead>
<tr>
<th>Item type</th>
<th>Reference</th>
<th>Focal</th>
<th>2PL</th>
<th>Focal</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>a</td>
<td>b</td>
<td>a</td>
<td>b</td>
</tr>
<tr>
<td>Low b</td>
<td>1.00</td>
<td>-1.81</td>
<td>1.00</td>
<td>-1.19</td>
</tr>
<tr>
<td>Moderate b</td>
<td>1.00</td>
<td>-0.31</td>
<td>1.00</td>
<td>0.31</td>
</tr>
<tr>
<td>High b</td>
<td>1.00</td>
<td>1.19</td>
<td>1.00</td>
<td>1.81</td>
</tr>
<tr>
<td>Low, high a</td>
<td>1.20</td>
<td>-1.81</td>
<td>1.20</td>
<td>-1.19</td>
</tr>
<tr>
<td>Moderate, low a</td>
<td>0.60</td>
<td>-0.31</td>
<td>0.60</td>
<td>0.31</td>
</tr>
<tr>
<td>Moderate, high a</td>
<td>1.20</td>
<td>-0.31</td>
<td>1.20</td>
<td>0.31</td>
</tr>
<tr>
<td>High, high a</td>
<td>1.20</td>
<td>1.19</td>
<td>1.20</td>
<td>1.81</td>
</tr>
</tbody>
</table>

*Note.* $b =$ Difficulty parameter; $a =$ Discrimination parameter. 2PL: Two parameter item response model. Under the Rasch model, discrimination parameters are fixed to 1 across items, whereas discriminations parameters of the 2PL model can vary across items.
Table 3. $\rho_{y|x}$, for each level of manipulated factors

<table>
<thead>
<tr>
<th>Factors and levels</th>
<th>Rasch</th>
<th>2PL</th>
</tr>
</thead>
<tbody>
<tr>
<td>$\rho$</td>
<td></td>
<td></td>
</tr>
<tr>
<td>0.05</td>
<td>0.029</td>
<td>0.030</td>
</tr>
<tr>
<td>0.15</td>
<td>0.030</td>
<td>0.036</td>
</tr>
<tr>
<td>0.25</td>
<td>0.032</td>
<td>0.043</td>
</tr>
<tr>
<td>0.35</td>
<td>0.034</td>
<td>0.052</td>
</tr>
<tr>
<td>0.45</td>
<td>0.038</td>
<td>0.063</td>
</tr>
</tbody>
</table>

Item type: Rasch (2PL)
- low b (high a) 0.041 0.076
- moderate b (high a) 0.026 0.040
- high b (high a) 0.032 0.041
- moderate b (low a) 0.023

<table>
<thead>
<tr>
<th>$J$</th>
<th></th>
<th></th>
</tr>
</thead>
<tbody>
<tr>
<td>25</td>
<td>0.039</td>
<td>0.049</td>
</tr>
<tr>
<td>50</td>
<td>0.033</td>
<td>0.045</td>
</tr>
<tr>
<td>100</td>
<td>0.027</td>
<td>0.041</td>
</tr>
</tbody>
</table>

<table>
<thead>
<tr>
<th>$n$</th>
<th></th>
<th></th>
</tr>
</thead>
<tbody>
<tr>
<td>10</td>
<td>0.056</td>
<td>0.064</td>
</tr>
<tr>
<td>30</td>
<td>0.024</td>
<td>0.037</td>
</tr>
<tr>
<td>50</td>
<td>0.018</td>
<td>0.033</td>
</tr>
</tbody>
</table>

Grouping variable
- within 0.035 0.048
- between 0.030 0.042

*Note. $\rho$ = Intraclass correlation coefficient; $J$ = Number of clusters; $n$ = Sample size within each cluster; 2PL: Two parameter item response model.*
Table 4. *Type I error rate (standard deviation) for each level of manipulated factors*  

<table>
<thead>
<tr>
<th>Factors and levels</th>
<th>Rasch</th>
<th>2PL</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>HLR</td>
<td>LR</td>
</tr>
<tr>
<td>$\rho$</td>
<td></td>
<td></td>
</tr>
<tr>
<td>0.05</td>
<td>0.048(0.008)</td>
<td>0.050(0.008)</td>
</tr>
<tr>
<td>0.15</td>
<td>0.048(0.007)</td>
<td>0.051(0.007)</td>
</tr>
<tr>
<td>0.25</td>
<td>0.049(0.007)</td>
<td>0.053(0.009)</td>
</tr>
<tr>
<td>0.35</td>
<td>0.049(0.006)</td>
<td>0.054(0.009)</td>
</tr>
<tr>
<td>0.45</td>
<td>0.049(0.008)</td>
<td>0.053(0.011)</td>
</tr>
<tr>
<td>Item type: Rasch (2PL)</td>
<td></td>
<td></td>
</tr>
<tr>
<td>low b (high a)</td>
<td>0.048(0.007)</td>
<td>0.052(0.011)</td>
</tr>
<tr>
<td>moderate b (high a)</td>
<td>0.048(0.007)</td>
<td>0.052(0.008)</td>
</tr>
<tr>
<td>high b (high a)</td>
<td>0.049(0.007)</td>
<td>0.053(0.007)</td>
</tr>
<tr>
<td>moderate b (low a)</td>
<td></td>
<td></td>
</tr>
<tr>
<td>$J$</td>
<td></td>
<td></td>
</tr>
<tr>
<td>25</td>
<td>0.047(0.007)</td>
<td>0.051(0.010)</td>
</tr>
<tr>
<td>50</td>
<td>0.050(0.007)</td>
<td>0.054(0.008)</td>
</tr>
<tr>
<td>100</td>
<td>0.048(0.007)</td>
<td>0.051(0.009)</td>
</tr>
<tr>
<td>$n$</td>
<td></td>
<td></td>
</tr>
<tr>
<td>10</td>
<td>0.049(0.008)</td>
<td>0.049(0.007)</td>
</tr>
<tr>
<td>30</td>
<td>0.049(0.007)</td>
<td>0.053(0.008)</td>
</tr>
<tr>
<td>50</td>
<td>0.049(0.007)</td>
<td>0.054(0.010)</td>
</tr>
<tr>
<td>Grouping variable</td>
<td></td>
<td></td>
</tr>
<tr>
<td>within</td>
<td>0.049(0.007)</td>
<td>0.049(0.007)</td>
</tr>
<tr>
<td>between</td>
<td>0.047(0.007)</td>
<td>0.055(0.009)</td>
</tr>
</tbody>
</table>

Note. $\rho$ = Intraclass correlation coefficient; $J$ = Number of clusters; $n$ = Sample size within each cluster; HLR: Hierarchical logistic regression; LR: Logistic regression; MH: Mantel-Haenszel; 2PL: Two parameter item response model.
Table 5. Power (standard deviation) for each level of manipulated factors

<table>
<thead>
<tr>
<th>Factors and levels</th>
<th>HLR</th>
<th>Rasch</th>
<th>MH</th>
<th>HLR</th>
<th>2PL</th>
<th>MH</th>
</tr>
</thead>
<tbody>
<tr>
<td><strong>$\rho$</strong></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>0.05</td>
<td>0.963(0.091)</td>
<td>0.965(0.089)</td>
<td>0.951(0.120)</td>
<td>0.962(0.096)</td>
<td>0.963(0.094)</td>
<td>0.950(0.124)</td>
</tr>
<tr>
<td>0.15</td>
<td>0.965(0.089)</td>
<td>0.966(0.087)</td>
<td>0.951(0.121)</td>
<td>0.960(0.098)</td>
<td>0.962(0.095)</td>
<td>0.949(0.125)</td>
</tr>
<tr>
<td>0.25</td>
<td>0.962(0.094)</td>
<td>0.964(0.091)</td>
<td>0.949(0.124)</td>
<td>0.960(0.099)</td>
<td>0.962(0.095)</td>
<td>0.948(0.124)</td>
</tr>
<tr>
<td>0.35</td>
<td>0.961(0.096)</td>
<td>0.963(0.092)</td>
<td>0.949(0.125)</td>
<td>0.956(0.103)</td>
<td>0.959(0.099)</td>
<td>0.945(0.129)</td>
</tr>
<tr>
<td>0.45</td>
<td>0.959(0.099)</td>
<td>0.960(0.096)</td>
<td>0.945(0.130)</td>
<td>0.954(0.107)</td>
<td>0.957(0.103)</td>
<td>0.943(0.133)</td>
</tr>
</tbody>
</table>

Item type: Rasch (2PL)
- low b (high a)       | 0.950(0.111) | 0.951(0.109) | 0.934(0.145) | 0.927(0.142) | 0.930(0.138) | 0.914(0.166) |
- moderate b (high a)  | 0.984(0.043) | 0.985(0.041) | 0.977(0.061) | 0.955(0.100) | 0.957(0.096) | 0.941(0.133) |
- high b (high a)      | 0.952(0.106) | 0.954(0.102) | 0.936(0.142) | 0.990(0.028) | 0.991(0.025) | 0.986(0.040) |
- moderate b (low a)   |                     |               |               |   0.962(0.087) | 0.964(0.083) | 0.947(0.122) |

| **$J$**              |     |       |    |     |     |    |
| 25                  | 0.905(0.142) | 0.908(0.137) | 0.873(0.187) | 0.899(0.151) | 0.904(0.146) | 0.871(0.190) |
| 50                  | 0.982(0.032) | 0.983(0.031) | 0.975(0.045) | 0.978(0.044) | 0.979(0.042) | 0.971(0.055) |
| 100                 | 1.000(0.001) | 1.000(0.001) | 0.999(0.002) | 0.999(0.003) | 0.999(0.003) | 0.999(0.004) |

| **$n$**              |     |       |    |     |     |    |
| 10                  | 0.890(0.135) | 0.893(0.131) | 0.851(0.177) | 0.883(0.146) | 0.887(0.141) | 0.848(0.182) |
| 30                  | 0.996(0.007) | 0.997(0.006) | 0.996(0.008) | 0.994(0.014) | 0.995(0.012) | 0.993(0.015) |
| 50                  | 1.000(0.001) | 1.000(0.000) | 1.000(0.000) | 0.999(0.002) | 1.000(0.001) | 1.000(0.001) |

Grouping variable
- within              | 0.965(0.087) | 0.964(0.089) | 0.950(0.122) | 0.962(0.094) | 0.961(0.097) | 0.947(0.126) |
- between             | 0.959(0.100) | 0.963(0.091) | 0.948(0.125) | 0.955(0.107) | 0.960(0.097) | 0.946(0.127) |

Note. $\rho$ = Intraclass correlation coefficient; $J$ = Number of clusters; $n$ = Sample size within each cluster; HLR: Hierarchical logistic regression; LR: Logistic regression; MH: Mantel-Haenszel; 2PL: Two parameter item response model.
Table 6. MSE across levels of $J$, $n$, and item type under the Rasch model

<table>
<thead>
<tr>
<th>$J$</th>
<th>$n$</th>
<th>Item type</th>
<th>Rasch</th>
</tr>
</thead>
<tbody>
<tr>
<td>10</td>
<td>10</td>
<td>low b</td>
<td>0.135</td>
</tr>
<tr>
<td></td>
<td></td>
<td>moderate b</td>
<td>0.079</td>
</tr>
<tr>
<td></td>
<td></td>
<td>high b</td>
<td>0.137</td>
</tr>
<tr>
<td></td>
<td></td>
<td>low b</td>
<td>0.041</td>
</tr>
<tr>
<td>25</td>
<td>30</td>
<td>moderate b</td>
<td>0.026</td>
</tr>
<tr>
<td></td>
<td></td>
<td>high b</td>
<td>0.043</td>
</tr>
<tr>
<td></td>
<td></td>
<td>low b</td>
<td>0.025</td>
</tr>
<tr>
<td>50</td>
<td>30</td>
<td>moderate b</td>
<td>0.016</td>
</tr>
<tr>
<td></td>
<td></td>
<td>high b</td>
<td>0.026</td>
</tr>
<tr>
<td></td>
<td>10</td>
<td>low b</td>
<td>0.062</td>
</tr>
<tr>
<td></td>
<td></td>
<td>moderate b</td>
<td>0.039</td>
</tr>
<tr>
<td></td>
<td></td>
<td>high b</td>
<td>0.067</td>
</tr>
<tr>
<td></td>
<td></td>
<td>low b</td>
<td>0.021</td>
</tr>
<tr>
<td>50</td>
<td>30</td>
<td>moderate b</td>
<td>0.013</td>
</tr>
<tr>
<td></td>
<td></td>
<td>high b</td>
<td>0.021</td>
</tr>
<tr>
<td></td>
<td></td>
<td>low b</td>
<td>0.013</td>
</tr>
<tr>
<td>50</td>
<td>30</td>
<td>moderate b</td>
<td>0.008</td>
</tr>
<tr>
<td></td>
<td></td>
<td>high b</td>
<td>0.013</td>
</tr>
<tr>
<td></td>
<td>10</td>
<td>low b</td>
<td>0.031</td>
</tr>
<tr>
<td></td>
<td></td>
<td>moderate b</td>
<td>0.019</td>
</tr>
<tr>
<td></td>
<td></td>
<td>high b</td>
<td>0.032</td>
</tr>
<tr>
<td></td>
<td></td>
<td>low b</td>
<td>0.011</td>
</tr>
<tr>
<td>100</td>
<td>30</td>
<td>moderate b</td>
<td>0.007</td>
</tr>
<tr>
<td></td>
<td></td>
<td>high b</td>
<td>0.010</td>
</tr>
<tr>
<td></td>
<td></td>
<td>low b</td>
<td>0.007</td>
</tr>
<tr>
<td>50</td>
<td>30</td>
<td>moderate b</td>
<td>0.004</td>
</tr>
<tr>
<td></td>
<td></td>
<td>high b</td>
<td>0.007</td>
</tr>
</tbody>
</table>

Note. $b$ = Difficulty parameter; $a$ = Discrimination parameter; $J$ = Number of clusters; $n$ = Sample size within each cluster.
Table 7. MSE across levels of J, n, and item type under the 2PL model

<table>
<thead>
<tr>
<th>J</th>
<th>n</th>
<th>Item type</th>
<th>2PL</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>10</td>
<td>low b, high a</td>
<td>0.160</td>
</tr>
<tr>
<td></td>
<td></td>
<td>moderate b, high a</td>
<td>0.096</td>
</tr>
<tr>
<td></td>
<td></td>
<td>high b, high a</td>
<td>0.189</td>
</tr>
<tr>
<td></td>
<td></td>
<td>moderate b, low a</td>
<td>0.115</td>
</tr>
<tr>
<td></td>
<td></td>
<td>low b, high a</td>
<td>0.050</td>
</tr>
<tr>
<td></td>
<td></td>
<td>moderate b, high a</td>
<td>0.032</td>
</tr>
<tr>
<td></td>
<td></td>
<td>high b, high a</td>
<td>0.058</td>
</tr>
<tr>
<td></td>
<td></td>
<td>moderate b, low a</td>
<td>0.077</td>
</tr>
<tr>
<td></td>
<td></td>
<td>low b, high a</td>
<td>0.032</td>
</tr>
<tr>
<td></td>
<td></td>
<td>moderate b, high a</td>
<td>0.021</td>
</tr>
<tr>
<td></td>
<td></td>
<td>high b, high a</td>
<td>0.036</td>
</tr>
<tr>
<td></td>
<td>25</td>
<td>low b, high a</td>
<td>0.050</td>
</tr>
<tr>
<td></td>
<td></td>
<td>moderate b, high a</td>
<td>0.032</td>
</tr>
<tr>
<td></td>
<td></td>
<td>high b, high a</td>
<td>0.058</td>
</tr>
<tr>
<td></td>
<td></td>
<td>moderate b, low a</td>
<td>0.077</td>
</tr>
<tr>
<td></td>
<td></td>
<td>low b, high a</td>
<td>0.032</td>
</tr>
<tr>
<td></td>
<td></td>
<td>moderate b, high a</td>
<td>0.021</td>
</tr>
<tr>
<td></td>
<td></td>
<td>high b, high a</td>
<td>0.036</td>
</tr>
<tr>
<td></td>
<td>30</td>
<td>low b, high a</td>
<td>0.025</td>
</tr>
<tr>
<td></td>
<td></td>
<td>moderate b, high a</td>
<td>0.018</td>
</tr>
<tr>
<td></td>
<td></td>
<td>high b, high a</td>
<td>0.032</td>
</tr>
<tr>
<td></td>
<td></td>
<td>moderate b, low a</td>
<td>0.068</td>
</tr>
<tr>
<td></td>
<td></td>
<td>low b, high a</td>
<td>0.025</td>
</tr>
<tr>
<td></td>
<td></td>
<td>moderate b, high a</td>
<td>0.012</td>
</tr>
<tr>
<td></td>
<td></td>
<td>high b, high a</td>
<td>0.020</td>
</tr>
<tr>
<td></td>
<td>50</td>
<td>low b, high a</td>
<td>0.073</td>
</tr>
<tr>
<td></td>
<td></td>
<td>moderate b, high a</td>
<td>0.047</td>
</tr>
<tr>
<td></td>
<td></td>
<td>high b, high a</td>
<td>0.087</td>
</tr>
<tr>
<td></td>
<td></td>
<td>moderate b, low a</td>
<td>0.085</td>
</tr>
<tr>
<td></td>
<td></td>
<td>low b, high a</td>
<td>0.025</td>
</tr>
<tr>
<td></td>
<td></td>
<td>moderate b, high a</td>
<td>0.018</td>
</tr>
<tr>
<td></td>
<td></td>
<td>high b, high a</td>
<td>0.032</td>
</tr>
<tr>
<td></td>
<td></td>
<td>moderate b, low a</td>
<td>0.068</td>
</tr>
<tr>
<td></td>
<td></td>
<td>low b, high a</td>
<td>0.025</td>
</tr>
<tr>
<td></td>
<td></td>
<td>moderate b, high a</td>
<td>0.012</td>
</tr>
<tr>
<td></td>
<td></td>
<td>high b, high a</td>
<td>0.020</td>
</tr>
<tr>
<td></td>
<td>100</td>
<td>low b, high a</td>
<td>0.036</td>
</tr>
<tr>
<td></td>
<td></td>
<td>moderate b, high a</td>
<td>0.025</td>
</tr>
<tr>
<td></td>
<td></td>
<td>high b, high a</td>
<td>0.044</td>
</tr>
<tr>
<td></td>
<td></td>
<td>moderate b, low a</td>
<td>0.072</td>
</tr>
<tr>
<td></td>
<td></td>
<td>low b, high a</td>
<td>0.013</td>
</tr>
<tr>
<td></td>
<td></td>
<td>moderate b, high a</td>
<td>0.010</td>
</tr>
<tr>
<td></td>
<td></td>
<td>high b, high a</td>
<td>0.017</td>
</tr>
<tr>
<td></td>
<td></td>
<td>moderate b, low a</td>
<td>0.063</td>
</tr>
<tr>
<td></td>
<td></td>
<td>low b, high a</td>
<td>0.008</td>
</tr>
<tr>
<td></td>
<td></td>
<td>moderate b, high a</td>
<td>0.008</td>
</tr>
<tr>
<td></td>
<td></td>
<td>high b, high a</td>
<td>0.013</td>
</tr>
<tr>
<td></td>
<td></td>
<td>moderate b, low a</td>
<td>0.013</td>
</tr>
</tbody>
</table>

Note. b = Difficulty parameter; a = Discrimination parameter; J = Number of clusters; n = Sample size within each cluster; 2PL: Two parameter item response model.
Figure 1. Type I error rate for HLR, LR, and MH for Rasch and 2PL model at different levels of number of clusters when the grouping variable was at the cluster level (between). The dotted line indicated the cut-off value of 0.05.
Figure 2. Type I error rate for HLR, LR, and MH for Rasch and 2PL model at different levels of sample size with each cluster when the grouping variable was at the cluster level (between). The dotted line indicated the cut-off value of 0.05.
Figure 3. Type I error rate for HLR, LR, and MH for Rasch and 2PL model at different levels of item type when the grouping variable was at the cluster level (between). The dotted line indicated the cut-off value of 0.05.
Figure 4. Power for HLR, LR, and MH for Rasch and 2PL model at different levels of number of clusters when the grouping variable was at the cluster level (between).
Figure 5. Power for HLR, LR, and MH for Rasch and 2PL model at different levels of sample size with each cluster when the grouping variable was at the cluster level (between).
Figure 6. Power for HLR, LR, and MH for Rasch and 2PL model at different levels of item type when the grouping variable was at the cluster level (between).
Figure 7. Mean biases across levels of DIF methods and item type under the 2PL model. The dotted line indicated the reference line of 0.00.
Appendix: R syntax

condition=function(k,n,m1,m2,c_sigma,c_tau,gamma00,parameter){
  {
    ### k = level 2 units
    ### n = level 1 units
    ########## generating multilevel ability values ##########
    all<-list()
    db<-matrix(0,nrow=n,ncol=4,byrow=TRUE)
    for (j in 1:k)
      {tau<-rnorm(1,0,sqrt(c_tau))
       for (i in 1:n)
         {sigma<-rnorm(1,0,sqrt(c_sigma))
          y<-gamma00+sigma+tau
          db[i,]<-cbind(i,sigma, tau, y)}
    all[[j]]<-cbind(j,db)
    }
    library(gdata)
    dataset<-combine(all[[1]])
    for (j in 2:k){
      dataset<-rbind(dataset,combine(all[[j]]))
    }
    dataset<-dataset[1:5]
    dataset=cbind(dataset,c(1:(n*k))
    colnames(dataset)<-c("l2id", "l1id", "sigma", "tau", "y", "sid")
  }
  ############ creating within and between group variable ############
  ### n = level 1 units
  ### m1 = # of reference group for within group values generation
  ### m2 = # of reference group for between group values generation
  ### 0 presents reference group, 1 represents focal group
  ### k = level 2 units
  within.group=function(n,m1,k){
    within=function(n,m1){
      vec=c(1:n)
      test=sample(1:n,m1)
      for (b in 1:length(test)){
        vec[test[b]]=0
        vec2=ifelse(vec==0,0,1)
      }
      return=vec2}
    withinvalues=stack(data.frame(replicate(k,within(n,m1))))[,1]
    return=withinvalues}

    between.group=function(n,m2,k){
      vec=c(1:k)
      test=sample(1:k,m2)
      for (b in 1:length(test)){
        vec2=ifelse(vec==0,0,1)
      }
      return=vec2}
    betweenvalues=stack(data.frame(replicate(k,between(group(n,m2,k))))[,1]
    return=betweenvalues}
vec[test[b]]=0
vec2=ifelse(vec==0,0,1)
mx=matrix(0,nrow=n,ncol=k)
for (d in 1:k)
mx[,d]=rep(vec2[d],n)
betweenvalues=stack(data.frame(mx))[1]
return=betweenvalues

info.data=cbind(dataset[,1:2],within.group(n,m1,k),between.group(n,m2,k),dataset[,5])
colnames(info.data)=c("l2id","l1id","within.v","between.v","theta")

########## function for generating response matrix ##########

pix <- function(iparam, thp){
  (exp(1.7*iparam[,2]*(thp-iparam[,1]))/(1+exp(1.7*iparam[,2]*(thp-iparam[,1]))))
}

person.within.ref=subset(info.data,info.data[,3]==0)
person.within.foc=subset(info.data,info.data[,3]==1)
person.between.ref=subset(info.data,info.data[,4]==0)
person.between.foc=subset(info.data,info.data[,4]==1)

out.within.ref=matrix(0,nrow=length(person.within.ref[,1]),ncol=20)
out.within.foc=matrix(0,nrow=length(person.within.foc[,1]),ncol=20)
out.between.ref=matrix(0,nrow=length(person.between.ref[,1]),ncol=20)
out.between.foc=matrix(0,nrow=length(person.between.foc[,1]),ncol=20)

for(e in 1:20){
  out.within.ref[,e]=ifelse(pix(parameter[e,1:2],person.within.ref[,5]) >=
  runif(length(person.within.ref[,1])),1,0)
  out.within.foc[,e]=ifelse(pix(parameter[e,3:4],person.within.foc[,5]) >=
  runif(length(person.within.foc[,1])),1,0)
  out.between.ref[,e]=ifelse(pix(parameter[e,1:2],person.between.ref[,5]) >=
  runif(length(person.between.ref[,1])),1,0)
  out.between.foc[,e]=ifelse(pix(parameter[e,3:4],person.between.foc[,5]) >=
  runif(length(person.between.foc[,1])),1,0)
}

within.ref=cbind(person.within.ref,out.within.ref)
within.foc=cbind(person.within.foc,out.within.foc)
between.ref=cbind(person.between.ref,out.between.ref)
between.foc=cbind(person.between.foc,out.between.foc)
outcome.within=rbind(within.ref,within.foc)
outcome.between=rbind(between.ref,between.foc)
outcome=cbind(outcome.within,outcome.between)