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Developing efficient models for analyzing data generated in networks is of great importance in the modern world. Compared to conventional datasets, modeling network based datasets present certain unique challenges. These include but are not limited to building models of interactions among nodes and modeling temporal variations in data. These models and other relevant algorithms for such datasets should also be scalable to large networks that are prevalent in current scientific fields. Furthermore, any of these models and algorithms should be able to incorporate time varying network structures, a problem that has received limited attention within the research community. The research work presented in this thesis addresses these challenges using three approaches. First, a probabilistic model is presented for modeling hidden states of the nodes in a network. Then, an efficient inference algorithm is developed in order to infer these hidden variables based on the observable signals of these nodes. Finally, an efficient node selection algorithm is derived for the purpose of selecting subset of nodes in a large time varying network such that we can make the inference process more efficient.

The probabilistic model developed in this thesis demonstrates that, by modeling neighbor interactions and temporal variations in a graph based dataset one can accurately infer the hidden states compared to conventional probabilistic models. This
method models the joint distribution of both observed and hidden variables of the nodes thereby allowing us to infer latent states of all the nodes by observing only a subset of nodes in a large network. Experiments show that this model has better generalizing ability for real word data compared to the other models.

From the node selection algorithms presented in this thesis, it is evident that while it is suboptimal, we can make greedy random variable selection methods more efficient under certain selection criteria. In particular, this thesis presents greedy algorithms that takes $O(n^3)$ time to select random variables in a multivariate Gaussian under two criteria compared to the $O(n^4)$ time for the existing algorithms. The two selection criteria considered in this thesis are, minimizing mean squared error (MMSE) and the minimizing uncertainty volume of the estimation. Based on this initial greedy random variable selection method, this thesis develops algorithms to select nodes in a graph based Gaussian Markov random field (GMRF) in time varying conditions. The node selection algorithms for time varying graphs presented in this thesis shows us how one can achieve $O(n^2)$ time performance in the best case by using the previous time step’s computations for the greedy optimization. Finally, this research work also examine how the node selection method based on MMSE criterion for a graph based GMRF can be related to an absorbing random walk on that graph.
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CHAPTER 1

Introduction

Data that are generated on graphs are ubiquitous in many fields of science and engineering including social sciences, bio science, computer science and other engineering fields such as telecommunication and power distribution [1, 2]. In many instances data are naturally generated in a network, however, there are other fields where data sets are analyzed by viewing them as a graph [3, 4]. In an era of big data, accurate and efficient models to analyze these network generated data are essential.

1.1 Background and Motivation

The research work presented in this thesis consider two main challenges with such network based data. First we consider the problem, how to model, and then infer the hidden or latent states present in these network based datasets. When modeling these latent states, we should consider the temporal dynamics of the latent states and interactions between the nodes in a dataset. More often these two aspects are interdependent. The second problem we study in this thesis is, when there is a network with large number of nodes, what are the most important or relevant nodes one should monitor in order to efficiently estimate these hidden states. Moreover, as
the modern networks are constantly changing over time, it is desirable to adapt these estimation techniques for time varying conditions.

1.1.1 Use of Latent States in Networks

The notion of the hidden or latent states in a network can vary depending on the network that is being considered. For example, in sensor networks, one cannot exactly measure the actual quantities due to sensor noise or plant noise. In this case, the true quantity being measured can be considered as a hidden state. If we consider a social network, the actual opinion of an individual can be a latent opinion as we never get to know the true internal opinion of an individual. In addition, modern social network postings can be ambiguous or conflicting since these contain features such as emoticons or hashtags. These postings may not explicitly represent the true opinions or sentiments of a user [5,6]. One can also view the social network postings as some noisy observations of a real world event [7]. Furthermore, these postings can also contain heterogeneous types of data such as text, images and videos that are related to the same opinion or a topic. In this type of a setting, latent variable models are more applicable than simply modeling the observed activities.

A more direct example for a latent state in a network is the disease state of an individual in an epidemic network. In an epidemic network, one cannot perfectly ascertain, who are the individuals that are infected and who are susceptible during a disease outbreak. In this situation disease state becomes a latent state [8,9]. In spite of the inherent complexity in a latent variable model, these models have a better expressive power [10] and have other applications such as threat detection [11]. Additionally, these latent variable models will also have applications in recommender
systems [12]. For an instance, authors presented in [13] a relationship between the number of purchases and whether the product was "Liked" by his or her friends in the social network. In this case, we can view the buying activity as a latent variable and develop recommendation model based on latent states.

Finally, we should also pay attention to the temporal variabilities of these latent states. In a sensor network setting, the states being measured will evolve and the sensor network itself can change over time [14]. In a social network, the user sentiments or opinions will evolve over time depending on the interactions with other users and outside world events [15,16]. One should consider these temporal dynamics and neighbor interactions in networks when building models for latent states while making inference mechanisms computationally feasible for large networks.

1.1.2 Selecting Nodes for Efficient Estimation

One approach we can consider in order to make the inference of these latent states efficient for larger networks is, collecting or observing data only from a subset of nodes in the network. This will reduce the amount of data needed for estimation and thereby making the computations more efficient. For an example, it has been shown in previous research [17] that by detecting opinion leaders one can get a better understanding about social trends. Furthermore, such an approach will require lower data storage requirements in an online social network setting. If we consider a contact network of an epidemic, one can identify a set of most influential spreaders in order to estimate the extent of the spreading [18]. In the case of a sensor network, this approach will allow us to operate the sensor network in a limited power budget and a bandwidth [19]. The recent advancement of the graph signal processing field [20,21]
also has applications in sensor selection [22, 23] in order to estimate graph signals from a subset of signals that resides on the nodes in a network.

The question is how can we select an optimal subset from all the vertices in a network that satisfies our optimality conditions. As node selection for these inference or estimation problems heavily depend on the underlying model, from which we define how nodes interact with each other and what are the dynamics of the latent states, this research focuses mainly on selecting sensors for estimating the random variables in a graph based Gaussian Markov random field [24]. In contrast to the common multivariate Gaussian models, a graph based Gaussian Markov random field assumes that there is a network where the nodes represent random variables and the edges between these nodes represent the conditional independencies between the random variables.

Sensor selection for estimation is a popular research topic [25], yet many of the existing methods are computationally expensive and there is more work to be done on sensor selection in time varying conditions. While sensor subset selection is a combinatoric optimization problem, the existing approximated techniques involves extensive matrix operation through convex optimization [26, 27] methods or greedy optimization methods [23, 28, 29]. In this current state, these methods are not feasible to apply for large scale node selection problems for sensor networks. In addition to the scalability, another aspect we must consider in node selection for modern networks is the temporal changes in the network. An obvious example is the modern online social networks, where users are constantly coming into the network and they change their connections continuously over time. If we consider a sensor network, some sensors can fail, or we would like to place new sensors in the system. In other occasions there
can be a change in the link that connects two sensors. In these situations the node
selection methods that can handle these changes are more desirable.

Given this background, the motivations for this research can be summarized as
follows:

- How to infer data that are not generally observable based on observed data in a
  network? In addition, How can we model the interactions of the network nodes
  and temporal variations of these observed and latent variables using a unified
  approach?

- What methods we can develop in order to efficiently estimate these unobservable
  states in large networks?

- How to incorporate time varying network structures? How to handle dynamic
  networks where the edges change over time, or the size of the vertex set can
  increase or decrease as the time progress?

1.2 Research Contributions

While addressing the aforementioned problems, the contributions made by this
research can be listed as follows:

Novel probabilistic model for modeling latent states in a social network:

In this research we have developed a novel undirected graphical model for mod-
eling neighbor interactions and temporal dynamics of latent variables in a social
network. We present a generative model that gives the joint distribution of all
the latent states and observed variables of the users in the network. While
the inference problem is generally intractable in this model, we also provide a efficient inference technique based on variational approximation in order to estimate the latent variables in large networks.

\( O(n^3) \) algorithm for efficient node selection: In order to select network nodes for efficient estimation of the latent states, we devised an \( O(n^3) \) greedy sensor selection method, in contrast to the existing \( O(n^4) \) algorithms, where \( n \) is the number of sensors. The proposed algorithms are valid for two estimation criteria known as minimizing means square error and minimizing uncertainty volume of the estimation.

Node selection in time varying conditions: While the existing research work hardly consider the time varying networks, we present algorithms to efficiently select nodes for latent state estimation for two time varying scenarios. First, we show that we can achieve a best case performance of \( O(n^2) \) when there is a single edge modification at the each time step to the existing network. Second we show that when a random variable is added or removed from a multivariate Gaussian we can achieve a \( O(n^2) \) best case performance for selecting nodes for latent state estimation.

1.3 Organization of This Thesis

The remainder of this dissertation is organized as follows. In Chapter 2, a probabilistic model is introduced for modeling latent states of the agents in network. This chapter also presents inferring methods for these latent states and the results on predicting activities of users in a Twitter dataset. Chapter 3 presents a efficient node
selection method assuming static conditions. Two algorithms for the two criteria, minimizing mean square error and minimizing the uncertainty volume of the estimation are presented in Chapter 3 along with the simulation results. Chapter 4 develops the algorithms for node selection in time varying conditions. Two conditions, where an edge is modified in the network and a node is added or removed from the set of random variables are considered in this chapter. Chapter 6 concludes this thesis with some future directions in this research.

Some of the research work presented in this thesis are published in the following two conference articles.


CHAPTER 2

Inferring Latent States in a Network

This chapter presents a probabilistic method to model and infer latent states of the users in a social network. First, in Section 2.1 related work for modeling and inferring latent states is presented. Then an undirected generative model is developed based on exponential factors in Section 2.2. In section 2.3 two methods are proposed for inferring latent sentiments based on two variational approximations. Then in Section 2.5 we present a parameter estimation method for this model using the stochastic gradient method. Finally, in the Experiments section the proposed model is validated based on synthetic data and real world Twitter dataset. Section 2.7 concludes this chapter.

2.1 Related Work

In the literature, modeling user activities in terms of information diffusion has been well studied through Linear Threshold and Cascade models [30–33]. These models were further extended to include multiple cascades [34,35]. Nonetheless these cascade models do not capture the dynamics of any latent sentiments. They are also incapable of handling multiple levels of sentiments since they are based on two states namely active and inactive. Since different users may have different biases for
a same topic on social networks these type of models may not be able to mimic such behaviors [36–38].

Although the work based on inferring latent network structure has been well studied in the field [39, 40], probabilistic models that assume social network users can carry both hidden and observable states are sparse in the literature. In social learning [41,42], agents estimate an underlying hidden state of nature that is common to all the agents. Each agent makes a private observation of this state and takes action, subsequent agents update their belief of hidden state depending on the actions of previous agents. In the proposed work, while the agents observe the activities of the neighbors, we assume each agent can have its own hidden state that is not observable to others. A notion of this hidden or private state was discussed in [43, 44] in the context of a text written by an author without any relation to a social network. The work of Dong et. al [8] introduced a disease state as a hidden state and proposed a graph coupled Hidden Markov Model (HMM) for modeling an epidemic spread for a set of users in a contact network. This model and similar coupled Hidden Markov Models assume the coupling is in the hidden layer. That is, hidden states of the a certain node or a user is affected by hidden states of others in network. However in a social network setting coupling is between the hidden and observed layers. This is because the agents update their internal opinions or beliefs by observing the visible activities of their neighbors. In relation to social networks, work presented in [45,46] models a hidden active or inactive state for users for interacting with neighbors. Proposed work in this document can be related to work of Raghavan et. al [45] in which the temporal activities of users are captured with HMMs. Their model consists of two types of observed variables. One variable involves influencing the neighbors
(influence structure) and the other variable is the time duration between a particular user’s posts which is considered as the observations of a HMM. HMMs switch their regimes in between two models, depending on the influence structure. Assuming all users are independent, a model for joint distribution of latent variables, observations and influence structure was proposed in their work. While this work better explains the observed data compared to the other uncoupled hidden variables models it is not straightforward to generalize such a model for an arbitrary number of hidden states. One can also relax the independence assumption between users, and propose a generative model where activities of all users in the network are jointly modeled. This type of approach would not require us to explicitly model a variable called influence structure. Since the variables in the influence structure can be considered as the observed activities of the other users. In addition, having a generative model also allows us to relax the assumption that the activities of all users must be observed all the time. Then, we can observe the activities of a partial set of users and infer the latent states based on this partial set of observations. One of the three methods developed by Harada et al. [47] also presents a Markov Model for predicting activity levels of users. While this model can have an arbitrary number of hidden states, they do not assume any coupling between the HMMs.

In recent years self or mutually-exciting point processes [48] have been introduced for modeling social network activities [49–51]. These models have been successfully applied from predicting Tweet popularity [49] to inferring network structure [50, 52]. Authors in [53] proposed a latent variable model with a multivariate Hawkes process assuming each meme evolution is independent of others. These models assume a fully observed network activity and they are based on the assumption that an
activity will trigger more and more activities within the social network. However such assumptions may not be valid when modeling posts on social media with different types of sentiments. As an example, in [38] it has been shown a reduction in positive expressions can cause increased negative expressions.

For addressing these limitations we propose an undirected generative model for modeling a sequence of hidden states and observed variables during a given period of time. The proposed model can be generalized to an arbitrary number of observed classes and latent variables. We assume that the user activity is a counting process where the intensity of the process implicitly depends on neighbor activity and model parameters. We also assume the network structure is observed and observed variables can be categorized into different classes [37, 54]. There has been work already done on quantifying the sentiments presented in text and images which are two of the main data types abundant in modern social networks [44, 55]. Such methods can be used with the proposed method for modeling activities of users in social networks. The proposed method also facilitates the partial observations in large networks. That is, for large networks, without observing and storing all the activities of agents the model can infer latent state by only observing some sub set of agents in the network. In contrast to recent work [49, 56] which models the total Tweet counts of the network we model the activity counts of each individual user at each time duration. While some of the existing work model the individual behavior in a social network in regard to a single contagion (such as a single tweet or opinion), authors in [57] proposed a model for multiple product adoption using Hawkes process assuming a fully observed setting.
Since our model is different from conventional factor graphs that are discrete or jointly Gaussian we cannot use the belief propagation algorithms [58, 59] for inference. For this, we propose a variational inference [60] algorithm that is scalable for larger networks. Due to the intractability in computing derivatives of the normalizing constant of our proposed model, we propose a novel approach for learning the parameters of our model based on maximum-likelihood. First, we show that our model can be represented as a member of the exponential family [61]. Then by utilizing the properties in exponential family we present a novel training approach using both the stochastic gradient method and variational expectation-maximization approach.

In summary, the main contribution of the work presented in this chapter is, we develop a probabilistic model for modeling latent sentiments and user activities in a social network assuming some of the agents can be left unobserved. This model can be generalized to an arbitrary number of latent states, and we model activities of each agent at each time duration separately. This chapter also presents a method to train similar undirected models with intractable normalization constants in the exponential family. Finally we present a variational inference algorithm since the belief propagation algorithms are not applicable for the proposed model. and test this model on a real world data set that contains Twitter sentiments on vaccination.

### 2.2 Factor Model

In this chapter we assume the user activities of a social network $\mathcal{H}(\mathcal{V}, \mathcal{E})$, with a set of users $\mathcal{V}$ and set of edges $\mathcal{E}$ are observed over a given period of time. Let $N = |\mathcal{V}|$. The network is a directed unweighted network with an adjacency matrix $A$, where $A_{i,j} = 1$ iff user $i$ can see the activities of $j$ on $\mathcal{H}(\mathcal{V}, \mathcal{E})$. Then the neighbor
set of user $i$, $\mathcal{N}(i)$ is defined as,

$$\mathcal{N}(i) = \{j : A_{i,j} = 1\} \quad i, j = 1 \ldots N.$$ 

The observed time period can be divided into $T$ equal epochs with time stamps $\tau_0 \ldots \tau_T$. Let $X^i_t$ be the latent sentiment during the $t^{th}$ time duration $[\tau_{t-1}, \tau_t)$ and $\mathcal{I} = \{0, 1, \ldots, K - 1\}$ be the set of labels of $K$ possible hidden sentiments. We represent $X^i_t$ using 1-of-$K$ encoding, i.e., $X^i_t$ is a binary vector where only the $k^{th}$ position is 1 if the hidden sentiment is $k \in \mathcal{I}$. Assuming observed user activities can be categorized into $C$ classes, let $Z^i_t$ be the $C$ dimensional vector having the integer counts of activity for each category for user $i$ during the time duration $[\tau_{t-1}, \tau_t)$.

The main two objectives of the proposed model are; (i) it should be able to infer latent sentiments $X^i_t$ of all users in the network, (ii) when the activities, i.e. $Z^i_t$ of only a partial set of users are observed it should also be able to infer the activity counts $Z^i_t$ of the unobserved users in addition to inferring latent states $X^i_t$ of all the users. While accomplishing these two objectives such a model should be able to capture the temporal dynamics of $X^i_t$ affected by $Z^j_{t-1}$ for $j \in \mathcal{N}(i)$ as well as internal dynamics of an user. For this we propose an undirected generative model with exponential factors. Even though a directed model such as a maximum entropy Markov model [62] can be chosen to model the hidden states affected by observations, such models are based on a discriminative approach. The transition probabilities were modeled using the terms $P(X_t \mid X_{t-1}, Z_{t-1})$, due to this, they cannot be generalized to unobserved users as it is assumed that $Z_{t-1}$ is always observed. One can also model the observations as an input to a classical HMM to model the temporal dynamics of hidden states affected by observations. However such models are again not generalizable for unobserved users as they assume a deterministic input [63, 64]. Furthermore, since we are using an
undirected model we do not require the knowledge of influence directions before hand, something that can be ambiguous for a social network. With the use of exponential factors we can compute required quantities for inference such as expectation of the unobserved activities tractably as we explain in subsequent sections. This approach will also lead us to express our model as a member of the exponential family and make use of properties therein to compute some of the intractable derivatives by means of stochastic approximations. The proposed model employs two types of factors $\psi_f$ and $\psi_g$. The first type, $\psi_f$, models the temporal dynamics of the $X_i^t$ coupled through neighbors’ activities ($Z_j^t, j \in \mathcal{N}(i)$). This factor models the effect of neighbor activity at time $t-1$ for the evolution of latent sentiment from $X_{t-1}^i$ to $X_t^i$. The other type of factor $\psi_g$, accounts for the effect of a user’s latent sentiment $X_t^i$ on its expressions $Z_t^i$ in the network. This factor is motivated by our assumption that the frequency of a user’s activity during the time period $t$ depends on its latent sentiment $X_t^i$. Now we formally introduce these two factors $\psi_f$ and $\psi_g$. These two factors are illustrated in Figure 2.1 for a simple network of 4 agents.

2.2.1 Coupling between latent sentiments and neighbor activity

The factor $\psi_f$ can be written as,

$$
\psi_f(X_{t-1}^i = a, X_t^i = b, Z_{t-1}^{j \in \mathcal{N}(i)}) = \exp \left( \theta(i)_{a,b}^T \sum_{j \in \mathcal{N}(i)} \frac{Z_{t-1}^j}{|\mathcal{N}(i)|} \right) \exp(\theta(i)_{a,b,0})
$$

where $\theta(i)_{a,b,0} \in \mathbb{R}$, $\theta(i)_{a,b} \in \mathbb{R}^C$, $a, b \in \mathcal{I}, t = 2 \ldots T$. (2.1)

The three types of random variables modeled in the factor $\psi_f$ are, $X_{t-1}^i$, $X_t^i$ and the sum of neighbor activity counts $Z_{t-1}^j$ for $j \in \mathcal{N}(i)$. The vector parameter $\theta(i)_{a,b}$
Figure 2.1: Factor graph model for the network. Top figure shows a network of 4 agents. Given links are assumed to be bidirectional. Bottom figure shows the corresponding factor graph. The neighbor influence on each agent is given in dashed lines. $\psi^{i,t}_f$ denotes $\psi_f(X^i_{t-1} = a, X^i_t = b, Z^{j \in N(i)}_{i-1})$ in (2.1) and $\psi^{i,t}_g$ denotes $\psi_g(X^i_t, Z^i_{t-1})$ in (2.2) for $i = 1 \ldots 4$.

models how the user activities are weighted by user $i$ when changing its sentiment from $a$ to $b$ while $\theta(i)_{a,b,0}$ accounts for agent’s internal behavior for changing its latent sentiments $X^i_t$. Since $\theta(i)_{a,b}$ is a real vector, depending on whether its values are positive or negative, different types of neighbor activity counts can have positive or negative effects on $\psi_f$ and thereby to the full joint distribution given in (2.3). For simplicity, we just consider the sum of the neighbor activity counts $Z^i_{t-1}$ in factor $\psi_f$. Another advantage of using this summation is, when there are unobserved users, we can replace these unobserved counts, $Z^i_t$ with their expectations, $\mathbb{E}[Z^i_t]$ for the variational inference algorithm proposed in Section 2.3.
2.2.2 Coupling between latent sentiment and user activity

The second factor $\psi_g$ can be written as,

$$\psi_g(X_i^t, Z_i^t) = \frac{1}{C} \exp(Z_i^{T\nu} \lambda(i) X_i^t), \quad \text{where } \lambda(i) \in \mathbb{R}^{C \times K}, \ t = 1 \ldots T. \quad (2.2)$$

This factor models the dependency between $X_i^t$ and $Z_i^t$, based on our assumption that each user’s latent sentiment $X_i^t$ has an effect on its observed activity in the network $Z_i^t$. As we show in Section 2.5 this particular form given in (2.2) will make the activity counts $Z_i^t(\nu), \nu = 1 \ldots C$ of each user $i$, a Poisson process conditioned on other variables $Z_j^t, X_j^t$ for $i \neq j$ and $\tau \neq t$. Each parameter in the matrix $\lambda(i)$ models the effect on intensity of user activities $Z_i^t$ depending on the latent state $X_i^t$. Similar to $\psi_f$, the factor $\psi_g$ also includes linear terms in the exponent making the exponent of the joint distribution linear in $X$ and $Z$ as given in (2.4). Although there is no factor which models explicitly the dependency of user activities $Z_i^t$ and it’s neighbors activities, $Z_j^t, j \in \mathcal{N}(i)$, we model it implicitly though the multiplication of the two factors $\psi_f$ and $\psi_g$ in the joint distribution in (2.3).

2.2.3 Complete Factor Model

Using the two factors in (2.1) and (2.2), the normalized joint distribution of the latent sentiments $X_i^t$ and user activities $Z_i^t$ over all users $i = 1 \ldots N$ and time $t =$
1…T can be expressed as,

\[
P(X_{1:T}^{1:N}, Z_{1:T}^{1:N} | \theta, \lambda) = \frac{1}{\exp(A(\theta, \lambda))} \prod_{i=1}^{N} \left\{ \prod_{t=2}^{T} \psi_f(X_t^i, X_{t-1}^i, Z_{t-1}^{\mathcal{N}(i)}) \psi_g(X_t^i, Z_t^i) \right\} \\
	imes \psi_g(X_1^i, Z_1^i)
\] 

(2.3)

where, \( \theta = \{\theta(1)_{a,b}, \theta(1)_{a,b,0} \ldots \theta(N)_{a,b}, \theta(N)_{a,b,0}\} \)

\( \lambda = \{\lambda(1) \ldots \lambda(N)\} \quad \forall a, b \in \mathcal{I} \)

and \( X_{1:T}^{1:N}, Z_{1:T}^{1:N} \) are the the latent sentiments and user activity counts of all users respectively. \( A(\theta, \lambda) \) denotes the logarithm of the normalization constant of the joint distribution also known as the log partition function of an exponential family distribution [61]. Finally, the joint distribution in (2.3) can be rewritten in exponential family form as,

\[
P(X_{1:T}^{1:N}, Z_{1:T}^{1:N}) = h(Z) \exp\{E_p(X, Z) - A(\theta, \lambda)\}
\]

in which \( E_p(X, Z) = \sum_{i=1}^{N} \sum_{t=1}^{T} Z_t^i \lambda(i) X_t^i \\
+ \sum_{i=1}^{N} \sum_{t=2}^{T} X_{t-1}^i T_{t-1}^i(\theta, Z) X_t^i \) 

and \( h(Z) = \left[ \prod_{i=1}^{N} \prod_{t=1}^{T} \prod_{\nu=1}^{C} (\Gamma_t^i(\nu))^! \right]^{-1} \).

The \( a, b \) element of \( K \times K \) matrix \( \Gamma_{t-1}^i(\theta, Z) \) is,

\[
\Gamma_{t-1}^i(\theta, Z)_{(a,b)} = \hat{\theta}(i)^T_{a,b} \hat{Z}_{t-1}^i \\
a, b \in \mathcal{I} \quad (2.5)
\]
where $\hat{\theta}_{a,b}$ and $\hat{Z}_{i}$ are augmented vectors defined as,

$$
\hat{\theta}(i)_{a,b} = \begin{bmatrix}
\theta(i)_{a,b,0} \\
\theta(i)_{a,b}
\end{bmatrix}
$$

$$
\hat{Z}_{i-1}^{i} = \begin{bmatrix}
1 \\
\sum_{j \in N(i)} \frac{Z_{j}^{i-1}}{|N(i)|}
\end{bmatrix}
$$

for $\hat{\theta}(i)_{a,b} \in \mathbb{R}^{C+1}$, $\forall i$. \hspace{1cm} (2.6)

\section{2.3 Posterior Inference}

Given the activity counts of observed users, the inference method should be able to infer the latent sentiments $X_{i}^{j}$ of all users and also the unobserved user activity counts. Let $S_{u}$ and $S_{o}$ be the set of indices of the unobserved and observed users respectively. Then the set of observed and unobserved user activities are defined as,

$$
Z_{o} = \{Z_{1:T}^{i} \mid i \in S_{o}\}
$$

$$
Z_{u} = \{Z_{1:T}^{j} \mid i \in S_{u}\}.
$$

Note that $Z_{o} \cup Z_{u} = Z_{1:T}^{1:N}$. The joint distribution of all latent states and the unobserved user activities conditioned on the observed users’ activity counts can be derived as,

$$
P(X_{1:T}^{1:N}, Z_{u} \mid Z_{o}) = \frac{P(X_{1:T}^{1:N}, Z_{1:T}^{1:N})}{P(Z_{o})} = \frac{h(Z) \exp(E_{p}(X, Z))}{\sum_{X_{1:T}^{1:N}} \sum_{Z_{1:T}^{j} \in S_{u}} h(Z) \exp(E_{p}(X, Z))}
$$

$$
= h(Z_{u}) \exp\{E_{p}(X, Z) - A(\theta, \lambda, Z_{o})\}
$$

where $h(Z_{u}) = \left[\prod_{j \in S_{u}} \prod_{t=1}^{T} \prod_{\nu=1}^{C} Z_{i}^{j}(\nu)!\right]^{-1}$ and

$$
A(\theta, \lambda, Z_{o}) = \log \left\{ \sum_{X_{1:T}^{1:N}} \sum_{Z_{1:T}^{j} \in S_{u}} h(Z_{u}) \exp(E_{p}(X, Z)) \right\}.
$$

(2.7)
Though our model can be represented in a factor graph, it is not a tree in general. This prevents us from using belief propagation for exact inference [59]. Another inference approach one can take for a graph with loops is loopy belief propagation [65]. However, the variables $Z_i$ do not consist of values in a finite set. In addition, our model is not jointly Gaussian. Due to these constraints we cannot use loopy belief propagation as an approximate inference method [58,65]. Even though we can resort to sampling based inference, such a method can be prohibitive for large scale networks. Therefore, as an approximate method that is computationally tractable, we utilize variational inference [61]. In variational inference we minimize the KL divergence between an intractable posterior and a tractable distribution which works as an approximation for the true posterior probabilities. We present two types of approximations as a solution to the inference problem of our model. The two methods are based on the mean field and the structured mean field approximations [60].

### 2.3.1 Variational Approach: Mean Field Approximation

In the mean field approximation we propose a tractable approximation that assumes all the latent sentiments ($X_{1:T}$) and unobserved user activities ($Z_u$) are independent of each other. This is the simplest of approximations also known as the Naive Mean Field approximation [61]. This approximation $Q(X_{1:T}, Z_u \mid \mu, \gamma)$ can be specified as,

$$Q(X_{1:T}, Z_u \mid \mu, \gamma) = \prod_{i=1}^{N} \prod_{t=1}^{T} q(X_i^t \mid \gamma_i^t) \prod_{j \in S_u} \prod_{t=1}^{T} q(Z_j^t \mid \mu_j^t)$$

(2.8)

where $\mu$ and $\gamma$ are the variational parameters. $\gamma_i^t$ is the multinomial parameter for the latent sentiment $X_i^t$. In this approximation the unobserved counts of user activity at time $t$ is assumed to be a homogeneous point process with intensity $\mu_j^t$ for $j \in S_u$. 
Assuming user activity in each class is also independent, then

\[ q(Z^i_t \mid \mu^i_t) = \prod_{\nu=1}^{C} \frac{\exp\{-\mu^i_t(\nu)\} \mu^i_t(\nu)^{Z^i_t(\nu)}}{Z^i_t(\nu)!} \]

with \( j \in \mathcal{S}_u, \mu^i_t \in \mathbb{R}^C, \mu^i_t(\nu) > 0, \forall \nu. \) (2.9)

With this family of approximations parameterized by \( \gamma \) and \( \mu \), the inference problem changes to minimizing the KL divergence between the true posterior and approximated distribution with respect to the variational parameters \( \mu, \gamma \).

The KL divergence between (2.8) and (2.7) is,

\[
\mathbb{KL}(Q \mid \mid P(X, Z_u \mid Z_o)) = \mathbb{E}_q \left[ \log \frac{Q(X, Z_u)}{P(X, Z_u \mid Z_o)} \right] = \sum_{t=1}^{T} \left\{ \sum_{i=1}^{N} \mathbb{E}_q[\log q(X^i_t \mid \gamma^i_t)] + \sum_{j \in \mathcal{S}_u} \mathbb{E}_q[\log q(Z^i_t \mid \mu^i_t)] \right\} - \mathbb{E}_q[E_p(X, Z) + \log(h(Z_u))] + A(\theta, \lambda, Z_o)
\]

(2.10)

where \( \mathbb{E}_q \) denotes the expectation taken with respect to the variational approximation in (2.8). The normalization factor \( A(\theta, \lambda, Z_o) \) is constant with respect to the variational parameters. Denoting (2.10) as \( \mathbb{KL}(Q \mid \mid P) \), ignoring constant terms with respect to the variational parameters and substituting (2.4) we get,

\[
\mathbb{KL}(Q \mid \mid P) = \sum_{j \in \mathcal{S}_u} \sum_{t=1}^{T} \sum_{\nu=1}^{C} \mathbb{E}_q \left[ Z^i_t(\nu) \log \mu^i_t(\nu) - \mu^i_t(\nu) \right] - \sum_{j \in \mathcal{S}_u} \sum_{t=1}^{T} \mathbb{E}_q \left[ Z^i_t \lambda(i) X^i_t \right] + \sum_{i=1}^{N} \sum_{t=1}^{T} \mathbb{E}_q \log q(X^i_t \mid \gamma^i_t) - \sum_{i=1}^{N} \sum_{t=2}^{T} \mathbb{E}_q[X^i_{t-1} T^i_{t-1}(\theta, Z) X^i_t] - \sum_{j \in \mathcal{S}_o} \sum_{t=1}^{T} \mathbb{E}_q \left[ Z^i_t \lambda(i) X^i_t \right].
\]

(2.11)
Since $X^i_t, X^i_{t-1}$ and $Z^j_t$ are independent for all $i, j, t, \tau$ under the variational approximation,

$$
\text{KL}(Q \| P) = \sum_{j \in \mathcal{S}_a} \sum_{t=1}^T \sum_{\nu=1}^C \mu^i_t(\nu) \log \frac{\mu^i_t(\nu)}{\mu^i_t(\nu)} - \sum_{j \in \mathcal{S}_a} \sum_{t=1}^T \mu^i_t \lambda(i) \mathbb{E}_q[X^i_t] + \sum_{i=1}^N \sum_{t=1}^T \mathbb{E}_q \log q(X^i_t \mid \gamma^i_t) \\
- \sum_{i=1}^N \sum_{t=2}^T \mathbb{E}_q[X^i_{t-1}]^T \mathbb{E}_q[\Gamma^i_{t-1}(\theta, Z)] \mathbb{E}_q[X^i_t] - \sum_{j \in \mathcal{S}_a} \sum_{t=1}^T Z^j_t \lambda(i) \mathbb{E}_q[X^i_t].
$$

(2.12)

Note that $X^i_t$ is 1-of-K encoding and so $\mathbb{E}_q[X^i_t]$ denotes the vector of state occupancy probabilities. The linearity of expectation results in

$$
\mathbb{E}_q[\Gamma^i_t(\theta, Z)]\{a,b\} = \theta(i)_{a,b,0} + \theta(i)^T_{a,b} \xi^i_t
$$

(2.13)

where,

$$
\xi^i_t \triangleq \sum_{j \in \mathcal{N}(i) \cap \mathcal{S}_a} \mu^i_j + \sum_{j \in \mathcal{N}(i) \cap \mathcal{S}_o} Z^j_t.
$$

Since the $\gamma$’s are multinomial parameters, conventional mean field update equations [60] can be used to minimize the KL divergence wrt to $\gamma$. Separating the terms dependent on $X^i_t$ we can write,

$$
\text{KL}(Q \| P) = \mathbb{E}_q \log q(X^i_t \mid \gamma^i_t) - \mathbb{E}_q \log(f(X^i_t)) + \text{const}
$$
where,

\[
f(X_t^i) = \begin{cases} 
\exp \left( X_t^i \mathbb{E}_q[\Gamma_t^i(\theta, Z)]\mathbb{E}_q[X_{t+1}^i] \right) \times 
\exp \left( D_t^i(\mu, \lambda)^T X_t^i \right) & \text{if } T \geq t \geq 2 \\
\exp \left( X_t^i \mathbb{E}_q[\Gamma_t^i(\theta, Z)]\mathbb{E}_q[X_{t+1}^i] \right) \exp \left( D_t^i(\mu, \lambda)^T X_t^i \right) & \text{if } t = 1 
\end{cases}
\]

(2.14)

\[
D_t^i = \begin{cases} 
\lambda_t^i \mu_t^i & \text{if } i \in S_u \\
\lambda_t^i Z_t^i & \text{if } i \in S_o.
\end{cases}
\]

(2.15)

Then the KL($Q || P$) will be minimized when,

\[q(X_t^i | \gamma_t^i) \propto f(X_t^i).\]

(2.16)

By sweeping across $i$ and $t$ we can update the multinomial probabilities of latent sentiments of all users at each time step.

For updating the $\mu$ parameters we can take the gradients of (2.11) with respect to $\mu$ to obtain,

\[
\frac{\partial}{\partial \mu_t^i} \text{KL}(Q || P) = \log \mu_t^i - \lambda_t^i \mathbb{E}_q[X_t^i] - \Theta_t^i
\]

(2.17)

where,

\[
\Theta_t^i = \sum_{j : i \in \mathcal{N}(j)} \sum_{a, b \in \mathcal{I}} q(X_t^j = a)q(X_{t+1}^j = b) \frac{\theta_{a,b}(j)}{|\mathcal{N}(j)|}.
\]

Finally setting the gradient to zero, the update for $\mu_t^i$ for $i \in S_u$ is,

\[
\mu_t^i = \begin{cases} 
\exp \left( \lambda_t^i \mathbb{E}_q[X_t^i] + \Theta_t^i \right) & \text{if } T \geq t \geq 2 \\
\exp \left( \lambda_t^i \mathbb{E}_q[X_t^i] \right) & \text{if } t = 1.
\end{cases}
\]

(2.18)
In Equation (2.18) the exponential operation is interpreted element-wise. This equation is used to update the variational Poisson parameters $\mu_i^t$ for all unobserved users at each time. Finally by alternating between equations (2.16) and (2.18) we can update the variational parameters until convergence [60].

### 2.3.2 Variational Approach : Structured Mean Field

While the mean field approach is the easiest approximation, we can introduce more structure to the approximation to make it more accurate while still keeping the computations tractable. We do this by assuming that the latent states of all $N$ users are $N$ independent Markov chains. Assuming the unobserved counting process is the same as in (2.8), the structured mean field approximation is,

$$Q(X_{1:T}^N, Z_u \mid \mu, \gamma) = \frac{1}{\exp(A(\gamma))} \prod_{i=1}^{N} \prod_{t=2}^{T} q(X_i^t, X_{i-1}^t) \prod_{j \in S_u} \prod_{t=1}^{T} q(Z_j^t \mid \mu_j^t) (2.19)$$

in which

$$q(X_i^t = b, X_{i-1}^t = a) = \exp \left\{ \theta(i)_{a,b}^T \gamma_i^{t-1} \right\} \tag{2.20}$$

for $2 \leq t \leq T$

and $\gamma_{i-1}^t \in \mathbb{R}^C$ is augmented by including a 1 similar to $\tilde{Z}_i^t$ in (2.6) to form $\gamma_i^{t-1}$. In this approximation $\gamma_i^t$ acts as a surrogate for $Z_j^{N(i)t}$. By defining $E_q(X, \gamma)$, $E_q(Z_u, \mu)$ and $h_q(Z_u)$ as

$$E_q(X, \gamma) = \sum_{i=1}^{N} \sum_{t=2}^{T} X_{i-1}^t \Gamma_{q,t}^{i}(\theta, \gamma) X_i^t = \sum_{i=1}^{N} \sum_{t=2}^{T} \text{Tr} \left[ X_{i-1}^t X_i^T \Gamma_{q,t}^{i}(\theta, \gamma)^T \right]$$

$$E_q(Z_u, \mu) = \sum_{j \in S_u} \sum_{t=1}^{T} \log(\mu_j^t)^T Z_j^t$$

$$h_q(Z_u) = \left[ \prod_{j \in S_u} \prod_{t=1}^{T} \prod_{\nu=1}^{C} Z_j^t(\nu)! \right]^{-1},$$

(2.21)
the approximated posterior in (2.19) will be

\[ Q(X_{1:T}^{1:N}, Z_u | \gamma, \mu) = h_q(Z_u) \exp\{E_q(X, \gamma) + E_q(Z_u, \mu) - \exp(A(\gamma))\} \]  \hspace{1cm} (2.22)

where \( \log(\mu_t^i) \) represents element-wise operation. Since \( q(Z_t^j | \mu_t^j) \) is already normalized, the log partition function includes summation only over \( X_t^i \) for all \( i, t \). The elements of the \( K \times K \) matrix \( \Gamma_{q,t}^i(\theta, \gamma) \) are

\[ \Gamma_{q,t}^i(\theta, \gamma)_{\{a,b\}} = \hat{\theta}(i)_{a,b}^T \hat{\gamma}_t^i = \theta(i)_{a,b}^T \gamma_t^i + \theta(i)_{a,b} \cdot 0. \]  \hspace{1cm} (2.23)

Then the KL divergence between (2.7) and (2.19), ignoring terms independent of variational parameters, is

\[ \mathbb{KL}(q || p) = \mathbb{E}_q \log \left\{ \frac{Q(X_{1:T}^{1:N}, Z_u | \gamma, \mu)}{P(X_{1:T}^{1:N}, Z_u | Z_o)} \right\} \]

\[ = \mathbb{E}_q [E_q(X, \gamma) + E_q(Z_u, X) - E_p(X, Z)] - A(\gamma) \]

\[ = \sum_{i=1}^{N} \sum_{t=2}^{T} \mathbb{E}_q \left[ \text{Tr} \left[ X_{t-1}^T X_t^i \Gamma_{q,t}^i(\theta, \gamma)^T \right] \right] \]

\[ + \sum_{j \in S_u} \sum_{t=1}^{T} \sum_{\nu=1}^{C} \mu_t^j(\nu) \log \mu_t^j(\nu) - \mu_t^j(\nu) - \sum_{j \in S_u} \sum_{t=1}^{T} \mu_t^j \lambda(i) \mathbb{E}_q[X_t^i] \]

\[ - \sum_{i=1}^{N} \sum_{t=1}^{T} \mathbb{E}_q \left[ \text{Tr} \left[ X_{t-1}^T X_t^i \Gamma_{t-1}^i(\theta, Z)^T \right] \right] \]

\[ - \sum_{j \in S_o} \sum_{t=1}^{T} Z_t^j \lambda(i) \mathbb{E}_q[X_t^i] - A(\gamma). \]  \hspace{1cm} (2.24)

Since \( X \) and \( Z \) are independent in the structured approximation as well, using the commutative property of the trace and expectation operation, we get

\[ \mathbb{E}_q \left[ \text{Tr} \left[ X_{t-1}^T X_t^i \Gamma_{q,t}^i(\theta, \gamma)^T \right] \right] = \text{Tr} \left[ \mathbb{E}_q \left[ X_{t-1}^T X_t^i \right] \Gamma_{q,t}^i(\theta, \gamma)^T \right]. \]  \hspace{1cm} (2.25)

Note that \( \Gamma_{q,t}^i \) is a deterministic matrix containing model parameters and variational parameters. Similarly,

\[ \mathbb{E}_q \left[ \text{Tr} \left[ X_{t-1}^i X_t^T \Gamma_{t-1}^i(\theta, Z)^T \right] \right] = \text{Tr} \left[ \mathbb{E}_q \left[ X_{t-1}^i X_t^T \right] \mathbb{E}_q \left[ \Gamma_{q,t}^i(\theta, Z) \right]^T \right]. \]  \hspace{1cm} (2.26)
Since the structured approximation is nonconjugate with respect to the \( \gamma \) parameters, we have to resort to numerical methods for minimizing \( \mathbb{KL}(Q \parallel P) \) with respect to the \( \gamma \) parameters. Taking the derivative of \( \mathbb{KL}(Q \parallel P) \) with respect to the scalar \( \gamma^i_t(\nu) \) for \( \nu = 1 \ldots C \), we get

\[
\frac{\partial \mathbb{KL}}{\partial \gamma^i_t(\nu)} = \sum_{t=2}^{T} \text{Tr} \left[ \frac{\partial}{\partial \gamma^i_t(\nu)} \mathbb{E}_q[X^i_{t-1}X^i_t^T] \Gamma^i_{q,t-1} (\theta, \gamma)^T \right] \\
- \sum_{t=2}^{T} \text{Tr} \left[ \frac{\partial}{\partial \gamma^i_t(\nu)} \mathbb{E}_q[X^i_{t-1}X^i_t^T] \mathbb{E}_q[\Gamma^i_{t-1} (\theta, Z)]^T \right] \\
- \sum_{j \in S_u} \sum_{t=1}^{T} D^i_t(\mu, \lambda)^T \frac{\partial}{\partial \gamma^i_t(\nu)} \mathbb{E}_q[X^i_t] 
\]

where \( D^i_t \) is defined as in (2.15). The term \( \frac{\partial}{\partial \gamma^i_t(\nu)} A(\gamma) \) cancels with the term,

\[
\sum_{t=2}^{T} \text{Tr} \left[ \mathbb{E}_q[X^i_{t-1}X^i_t^T] \frac{\partial}{\partial \gamma^i_t(\nu)} \Gamma^i_{q,t-1} (\theta, \gamma)^T \right].
\]

Since each user \( i \) has a separate Markov chain, derivatives wrt \( \gamma^i_t \) are non-zero only for the terms involved with user \( i \). Since \( X^i_t \) is a vector with 1-of-K encoding, the matrix \( \mathbb{E}_q[X^i_{t-1}X^i_t^T] \) consists of the joint probabilities of \( X^i_t \) and \( X^i_{t-1} \) under the structured mean field approximation. Define,

\[
\mathbb{E}[X^i_t | a] = q(X^i_t = a) \triangleq Q^i_t(a) 
\]

\[
\mathbb{E}[X^i_{t-1}, X^i_t | a, b] = q(X^i_{t-1} = a, X^i_t = b) \triangleq Q^i_t(a, b). 
\]

Using these definitions and substituting (2.13) and (2.23) into (2.27) we get,

\[
\frac{\partial \mathbb{KL}}{\partial \gamma^i_t} = \sum_{t=2}^{T} \sum_{a,b \in I} \nabla_r Q^i_t(a, b) \theta(i)^T \left\{ \gamma^i_{t-1} - \frac{\zeta^i_{t-1}}{|N(i)|} \right\} \\
- \sum_{t=1}^{T} \sum_{a \in I} \nabla_r Q^i_t(a) D^i_t(\mu, \lambda)_{\{a\}} 
\]

(2.30)
where \( \nabla_\tau \) denotes the gradient wrt \( \gamma_i^\tau \). For each Markov chain we can estimate the probabilities \( Q_i^\tau(a) \) and \( Q_i^\tau(a, b) \) using a method similar to the forward-backward algorithm [66]. The computation of gradients with respect to \( \gamma \) can be done by taking the gradient of the forward and backward recursions. These equations are presented in Section 2.4. The update of the \( \mu \) parameters is similar to the mean field approximation updates in (2.18), except that the \( q(X_i^\tau = a)q(X_i^{\tau+1} = b) \) term in \( \Theta_i^\tau \) has to be replaced with \( Q_i^{\tau+1}(a, b) \) since \( X_i^\tau \) and \( X_i^{\tau+1} \) are not independent in the structured approximation.

2.4 Computing probabilities and its gradients under the Structured Mean Field Approximation

2.4.1 Computing \( Q_i^\tau(a) \) and \( \nabla_\tau Q_i^\tau(a) \)

The marginal probability \( Q(X_i^\tau = a) \) under the structured mean field approximation in (2.19),

\[
Q(X_i^\tau = a) \propto \sum_{X_i^\tau} q(X_i^\tau) \prod_{t=2}^{T} q(X_i^t \mid X_i^{t-1})
\]

\[
= \left\{ \sum_{X_i^{T+1}} \left( \prod_{t=T+2}^{T} q(X_i^t \mid X_i^{t-1}) \right) q(X_{\tau+1} \mid X_\tau = a) \right\}
\]

\[
= \left\{ \sum_{X_{\tau-1:1}} q(X_i^\tau = a \mid X_\tau^{-1}) \left( \prod_{t=2}^{\tau-1} q(X_i^t \mid X_i^{t-1}) \right) \right\}
\]

(2.31)
Defining $\alpha_i^\tau(a), \beta_i^\tau(b)$ for $i = 1 \ldots N$ as follows,

$$
\alpha_i^\tau(a) \triangleq \sum_{X_{i-1}^\tau} q(X_i^\tau = a \mid X_{i-1}^\tau) \left( \prod_{t=2}^{\tau-1} q(X_i^t \mid X_{i-1}^t) \right) \quad \tau = 2 \ldots T
$$

$$
\beta_i^\tau(a) \triangleq \sum_{X_{i+1:T}} \left( \prod_{t=\tau+2}^T q(X_i^t \mid X_{i-1}^t) \right) q(X_{\tau+1}^\tau \mid X_{\tau}^\tau = a) \quad \tau = 1 \ldots T - 1 \quad (2.32)
$$

Then the marginal probability of $X_i^\tau = a$ under the structured approximation is,

$$
Q(X_i^\tau = a) = \frac{\alpha_i^\tau(a) \beta_i^\tau(a)}{\sum_b \alpha_i^\tau(b) \beta_i^\tau(b)}. \quad (2.33)
$$

The recursion for $\beta_i^\tau$ is,

$$
\beta_i^\tau(a) = \sum_b \left\{ \sum_{X_{i+1:T}} \left( \prod_{t=\tau+3}^T q(X_i^t \mid X_{i-1}^t) \right) q(X_{\tau+1}^\tau \mid X_{\tau+1}^\tau = b) q(X_{\tau+1} = b \mid X_{\tau} = a) \right\}
$$

$$
= \sum_b \beta_i^{\tau+1}(b) q(X_{\tau+1} = b \mid X_{\tau} = a). \quad (2.34)
$$

Similarly, we can derive

$$
\alpha_i^\tau(a) = \sum_b \alpha_i^{\tau-1}(b) q(X_i^\tau = a \mid X_{i-1}^\tau = b) \quad (2.35)
$$

with initialization $\beta_i^T(a) = 1$ and $\alpha_i^1(a) = 1$ for all $a$. Taking the gradient of (2.33),

$$
\nabla_\tau Q_i^\tau(a) = \frac{\{\alpha_i^\tau(a) \nabla_\tau \beta_i^\tau(a) + \beta_i^\tau(a) \nabla_\tau \alpha_i^\tau(a)\}}{\sum_b \alpha_i^\tau(b) \beta_i^\tau(b)}
$$

$$
- \sum_b \{ \alpha_i^\tau(b) \nabla_\tau \beta_i^\tau(b) + \beta_i^\tau(b) \nabla_\tau \alpha_i^\tau(b) \} \frac{\alpha_i^\tau(a) \beta_i^\tau(a)}{\left( \sum_b \alpha_i^\tau(b) \beta_i^\tau(b) \right)^2} \quad (2.36)
$$

where $\nabla_\tau$ is the gradient wrt $\gamma_i^\tau$. Gradients of $\alpha_i^\tau$ and $\beta_i^\tau$ are,

$$
\nabla_\tau \alpha_i^\tau(a) = \begin{cases}
\sum_b \exp(\hat{\theta}(i)_{b,a} \gamma_i^{\tau-1}) \nabla_\tau \alpha_i^{\tau-1}(b) & 1 \leq \tau < t - 1 \\
\sum_b \{ \alpha_i^{\tau-1}(b) \exp(\hat{\theta}(i)_{b,a} \gamma_i^{\tau-1}) \theta_{b,a} \} & \tau = t - 1 \\
0 & \text{otherwise}
\end{cases} \quad (2.37)
$$
Then, let

\[ \nabla \beta_i^{\tau}(a, b) = \begin{cases} 
\sum_b \exp(\hat{\theta}(i)^T \hat{\gamma}_i^{\tau}) \nabla \beta_{i+1}(b) & t < \tau \leq T - 1 \\
\sum_b \left\{ \beta_{i+1}(b) \exp(\hat{\theta}(i)^T \hat{\gamma}_i^{\tau}) \theta(a, b) \right\} & \tau = t \\
0 & \text{otherwise}
\end{cases} \quad (2.38) \]

Then the gradient of \( \alpha \) and \( \beta \) can be recursively calculated with the initialization

\[ \nabla \alpha_1^i(a) = 0 \text{ and } \nabla \beta_1^i(a) = 0 \quad \forall \ a, i. \]

### 2.4.2 Computing \( Q_t^i(a, b) \) and \( \nabla_{\tau} Q_t^i(a, b) \)

Similar to the derivation of (2.33),

\[ Q_t^i(a, b) = \frac{\alpha_{i-1}^i(a)q(X_i^i = b \mid X_{i-1}^i = a)\beta_t^i(b)}{\sum_{a', b'} \alpha_{i-1}^i(a')q(X_i^i = b' \mid X_{i-1}^i = a')\beta_t^i(b')} \quad (2.39) \]

Let,

\[ \nabla_{\tau}(\alpha_{i-1}^i(a), \beta_t^i(b), q) \triangleq \frac{\partial}{\partial \gamma_{i, \tau}} \left\{ \alpha_{i-1}^i(a)q(X_i^i = b \mid X_{i-1}^i = a)\beta_t^i(b) \right\} \quad (2.40) \]

2 \leq t \leq T, \quad 1 \leq \tau \leq T - 1

Then,

\[ \nabla_{\tau}(\alpha_{i-1}^i(a), \beta_t^i(b), q) = \begin{cases} 
\exp(\hat{\theta}_{a, b}^T \hat{\gamma}_{i-1}) \alpha_{i-1}^i(a) \nabla_{\tau} \beta_t^i(b) & t - 1 < \tau \leq T - 1 \\
\exp(\hat{\theta}_{a, b}^T \hat{\gamma}_{i-1}) \alpha_{i-1}^i(a)\beta_t^i(b) \theta_{a, b} & \tau = t - 1 \\
\exp(\hat{\theta}_{a, b}^T \hat{\gamma}_{i-1}) \nabla_{\tau} \alpha_{i-1}^i(a)\beta_t^i(b) & 1 \leq \tau < t - 1
\end{cases} \quad (2.41) \]
Finally the gradient of the joint probability of $Q(X_{i-1} = a, X_i = b)$ can be obtained by,
\[
\nabla \tau Q_i^i(a, b) = \nabla \tau (\alpha_{i-1}(a), \beta^i(b), q) \left\{ \sum_{a', b'} \alpha_{i-1}(a') \exp(\hat{\theta}^T a', b') \hat{\gamma}^i_{i-1}) \beta^i(b') \right\} \\
\alpha_{i-1}(a) \exp(\hat{\theta}^T a, b') \hat{\gamma}^i_{i-1}) \beta^i(b) \sum_{a', b'} \nabla \tau (\alpha_{i-1}(a'), \beta^i(b'), q) \\
- \left\{ \sum_{a', b'} \alpha_{i-1}(a') \exp(\hat{\theta}^T a', b') \hat{\gamma}^i_{i-1}) \beta^i(b') \right\}^2
\]

(2.42)

(2.43)

2.4.3 Inference Complexity

In order to update the multinomial parameters in (2.14), one needs to compute $E_q[\Gamma^i_t(\theta, Z)]$ which requires iterating over each agent’s neighbors. Therefore each update across all $i, t$ takes $O(TN \mathcal{N}_{max})$ time in the mean field approximation. Where,
\[
\mathcal{N}_{max} = \arg \max_i \sum_j A_{i,j}.
\]

Similarly, $\mu$ update requires computing $\Theta^i_t$ in (2.18), which gives a time complexity of $O(T|S_u| \mathcal{P}_{max})$. Where,
\[
\mathcal{P}_{max} = \arg \max_i \sum_j A_{j,i}.
\]

This shows that with the mean field approximation, the time complexity of all the updates are linear with respect to both $N$ and $T$.

When updating $\gamma^i_t$ with structured mean field approximation, in order to compute derivatives in (2.30) one needs to compute the derivatives across all the time steps for each $\gamma^i_t$. This gives a time complexity of $O(NT^2 \mathcal{N}_{max})$. This is due to the fact that the effect of each $\gamma^i_t$ propagates across all the time steps through the normalizing constant $A(\gamma)$ in (2.19). Due to $T^2$ time complexity in structured mean field approximation it may not be favorable for higher $T$ values.
2.5 Parameter Estimation

Estimating the parameters of this model can be done using the maximum likelihood approach. One of the challenges of this model is computing the derivatives of the log partition function $A(\theta, \lambda)$. Defining $\Lambda \triangleq \{\theta, \lambda\}$ we can write,

$$\frac{\partial A(\theta, \gamma)}{\partial \Lambda} = \mathbb{E}_p \left[ \frac{\partial}{\partial \Lambda} E_p(X, Z) \right]$$

(2.44)

where $\mathbb{E}_p$ is the expectation with respect to the joint distribution in (2.4). Due to the expectation present in (2.44) we can make stochastic approximations to this derivative since an exact computation is intractable. Similar types of approaches have been used for maximizing the log-likelihood in recent works [67, 68]. The next two sections present the training procedures for our model in supervised and unsupervised scenarios.

2.5.1 Supervised Training

In a supervised environment it is assumed that we observe both the latent sentiments $X_i^t$ and the user activities $Z_i^t$ of all users in the training data. The log-likelihood of a sequence of user activities and latent sentiments can be written using (2.4), i.e,

$$\log P(X_1^T, Z_1^T) = E_p(X, Z) - A(\theta, \lambda) + \log h(Z).$$

(2.45)

Let $L(\Lambda)$ be the negative of the terms dependent on $\Lambda$ in (2.45) which can be written as,

$$L(\Lambda) = A(\theta, \lambda) - E_p(X, Z).$$

(2.46)

Since $A(\theta, \lambda)$ is the log partition function it is convex with respect to the parameters $\Lambda$ [61]. $E_p(X, Z)$ is also linear in the parameter vector $\Lambda$, therefore $L(\Lambda)$ is convex.
in $\Lambda$. One can do a gradient-based optimization given that the gradients of $A(\theta, \lambda)$ with respect to the model parameters can be estimated. Then,

$$\frac{\partial L(\Lambda)}{\partial \Lambda} = E_p \left[ \frac{\partial}{\partial \Lambda} E_p(X, Z) \right] - \frac{\partial}{\partial \Lambda} E_p(X, Z).$$

(2.47)

We approximate the derivatives of $A(\theta, \lambda)$ as,

$$E_p \left[ \frac{\partial}{\partial \Lambda} E_p(X, Z) \right] \approx \frac{1}{S} \sum_s \frac{\partial}{\partial \Lambda} E_p(X_s, Z_s)$$

(2.48)

where $X_s$ and $Z_s$ are the samples drawn from (2.4) using Gibbs sampling as explained in Section 2.5.3. We then use the following form of update to minimize $L(\Lambda)$ with respect to $\Lambda$,

$$\Lambda_{n+1} = \Lambda_n - \epsilon_n \nabla \hat{L}_n \quad \epsilon_n > 0, n \in \mathbb{Z}^+$$

(2.49)

where,

$$\nabla \hat{L}_n = \frac{1}{S} \sum_s \frac{\partial}{\partial \Lambda} E_p(X_s, Z_s) - \frac{\partial}{\partial \Lambda} E_p(X, Z).$$

(2.50)

Note that when computing $\nabla \hat{L}_n$, samples are drawn from (2.4) setting the parameters to $\Lambda_n$. We can show that $\nabla \hat{L}_n$ is a noisy subgradient of $L(\Lambda)$ by taking the expectation of $\nabla \hat{L}_n$ conditioned on $\Lambda_n$ [69], under the assumption that the Markov chain of the Gibbs sampler has reached the equilibrium distribution when collecting samples to compute (2.48). Let $\pi$ be the distribution from which the samples are drawn in Gibbs sampling. If the Markov chain has reached the equilibrium distribution,

$$E_\pi \left[ \frac{\partial}{\partial \Lambda} E_p(X_s, Z_s) \right] = E_p \left[ \frac{\partial}{\partial \Lambda} E_p(X, Z) \right].$$

(2.51)
Taking the conditional expectation of (2.50) given $\Lambda_n$,

$$
\mathbb{E}_\pi \left[ \nabla \hat{L}_n \mid \Lambda_n \right] = \frac{1}{S} \sum_s \mathbb{E}_\pi \left[ \frac{\partial}{\partial \Lambda} E_p(X_s, Z_s) \right] - \frac{\partial}{\partial \Lambda} E_p(X, Z) \\
= \mathbb{E}_\pi \left[ \frac{\partial}{\partial \Lambda} E_p(X, Z) \right] - \frac{\partial}{\partial \Lambda} E_p(X, Z) \\
= \frac{\partial L(\Lambda_n)}{\partial \Lambda}
$$

$$
\implies \mathbb{E}_\pi \left[ \nabla \hat{L}_n \mid \Lambda_n \right] \in \partial L(\Lambda_n) \quad (2.52)
$$

where $\partial L(\Lambda_n)$ is the set of subgradients of of $L(\Lambda)$ at $\Lambda_n$. Note that $\frac{\partial}{\partial \Lambda} E_p(X, Z)$ is a deterministic term given $\Lambda_n$. The last line in (2.52) is due to the fact that $L(\Lambda)$ is a convex function of $\Lambda$ and that the gradient of a convex function belongs to the set of subgradients [70]. Therefore, the sequence $L(\Lambda_n)$ generated using the update equation in (2.49) converges to the the minimum of $L(\Lambda)$ in expectation under certain conditions on the learning rate $\epsilon_n$ [69, 71]. We use following expression for $\epsilon_n$,

$$
\epsilon_n = \frac{\epsilon_0}{1 + n \ast \epsilon_0}, \quad \epsilon_0 > 0, n \in \mathbb{Z}^+. 
$$

### 2.5.2 Unsupervised Training

In an unsupervised setting we assume the latent sentiments, i.e., $X_i^t$ of all users are not in the training data. We assume only the activity counts, i.e. $Z_i^t$ for all $i, t$ are available in the training data. When the latent sentiments are not observed, due to the coupling of $X_i^t$ across the factors $\psi_f$ and $\psi_g$ for all $t$, we cannot tractably sum out the latent variables in order to directly maximize the observed data likelihood. Instead, we can estimate the parameters by maximizing a lower bound for the log-likelihood of user activity counts $Z_i^t$ for all $i, t$. Marginalizing the latent states in
equation (2.4) and taking the log we can write,
\[
\log P(Z) = \log \left\{ \sum_x P(X, Z) \right\}
= \log \left\{ \mathbb{E}_q \frac{P(X, Z)}{Q(X)} \right\}
\geq \mathbb{E}_q [\log P(X, Z)] - \mathbb{E}_q [\log Q(X)]
= L_Q(\Lambda)
\tag{2.53}
\]
where \( Q \) can be any tractable approximation similar to (2.8) and (2.19). The third line of (2.53) was obtained using Jensen’s inequality. One can do a coordinate ascent on parameters in \( Q(X) \) and \( \Lambda \) to maximize the lower bound \( L_Q(\Lambda) \).

If we use the structured mean field approximation in (2.19) the involvement of \( \theta \) in the approximated distribution makes \( L_Q(\Lambda) \) non-concave in \( \theta \). Therefore, We use the mean field approximation in section 2.3 as the approximated distribution in (2.8) with \( S_u = \emptyset \). Substituting (2.4), (2.8) into (2.53) and omitting constant terms we get,
\[
L_Q(\Lambda) = \mathbb{E}_q [E_p(X, Z)] - A(\theta, \lambda) - \sum_{t=1}^{T} \sum_{i=1}^{N} \mathbb{E}_q[\log q(X_t^i \mid \gamma_t^i)].
\tag{2.54}
\]
The update equations for maximizing \( L_Q(\Lambda) \) wrt variational parameters \( \gamma \) are the same as those in (2.16) for a fixed set of model parameters \( \Lambda \). Note that minimizing the KL divergence in (2.11) is the same as maximizing the lower bound of the log likelihood of observed data in (2.53) wrt variational parameters. Then, for a fixed \( Q \) we use a gradient method to estimate \( \Lambda \) by maximizing the lower bound similar to the supervised learning. The gradients of \( L_Q(\Lambda) \) wrt \( \theta_{a,b}(i) \) and \( \theta^0_{a,b}(i) \) are,
\[
\frac{\partial L_Q(\Lambda)}{\partial \theta_{a,b}(i)} = \sum_{t=2}^{T} q(X_{t-1}^i = a)q(X_t^i = b) \frac{S_{t-1}^i}{N(i)} - \frac{\partial A(\theta, \lambda)}{\partial \theta_{a,b}(i)}
\]
\[
\frac{\partial L_Q(\Lambda)}{\partial \theta^0_{a,b}(i)} = \sum_{t=2}^{T} q(X_{t-1}^i = a)q(X_t^i = b) - \frac{\partial A(\theta, \lambda)}{\partial \theta^0_{a,b}(i)}
\tag{2.55}
\]
where $\zeta_i$ is defined as in (2.14) with $S_u = \emptyset$. The gradients wrt to $\lambda(i)$ are,

$$
\frac{\partial L_Q(\Lambda)}{\partial \lambda_a(i)} = \sum_{t=1}^{T} q(X^i_t = a) Z^i_t - \frac{\partial A(\theta, \lambda)}{\partial \lambda_a(i)} \tag{2.56}
$$

where $\lambda_a(i)$ is the $a^{th}$ column of $\lambda(i)$. In both (2.55) and (2.56), the partial derivatives of $A(\theta, \lambda)$ are estimated using the stochastic method explained in Section 2.5.1. Since $E_q[E_p(X, Z)]$ is linear in both variables $\theta$ and $\lambda$, the lower bound $L_Q(\Lambda)$ is concave wrt model parameters $\theta, \lambda$. The complete unsupervised training procedure explained in Algorithm 1.

**Algorithm 1 Training Algorithm for $\theta, \lambda$**

```plaintext
while until $\theta, \lambda$ converged or max iterations do
  update variational parameters using (2.16)
  while $\theta$ not converged do
    Generate samples $(X_s, Z_s)$ from (2.57) and (2.58)
    for each agent $i$ do
      for $a, b \in I$ do
        estimate $\nabla_\theta L_{a,b}(i), \nabla_\theta L_{0,a,b}(i)$ from (2.55), (2.60)
        $\theta_{a,b}(i) = \theta_{a,b}(i) + \epsilon_n \nabla_\theta L_{a,b}(i)$
        $\theta_{0,a,b}(i) = \theta_{0,a,b}(i) + \epsilon_n \nabla_\theta L_{0,a,b}(i)$
    while $\lambda$ not converged do
      Generate samples $(X_s, Z_s)$
      for each agent $i$ do
        for $a \in I$ do
          estimate $\nabla_\lambda L_a(i)$ from (2.56), (2.60)
          $\lambda_a(i) = \lambda_a(i) + \epsilon_n \nabla_\lambda L_a(i)$
```

In Algorithm 1 $\nabla_\theta L_{a,b}(i), \nabla_\theta L_{0,a,b}(i)$ and $\nabla_\lambda L_a(i)$ are partial derivatives of $L_Q(\Lambda)$ wrt $\theta_{a,b}(i), \theta_{0,a,b}(i)$ and $\lambda_a(i)$ respectively.

### 2.5.3 Generating Samples from $P(X^{1:T}_{1:N}, Z^{1:T}_{1:N})$

In order to estimate the partial derivatives of the log partition function $A(\theta, \lambda)$ using equations in the form (2.50) we need to generate samples from the joint distribution $P(X^{1:T}_{1:N}, Z^{1:T}_{1:N})$. We do this with Gibbs sampling as follows.
Since latent sentiments are discrete we can sample them from the multinomial distribution given by,

\[
P(X^i_t \mid X^i_t) \propto \exp(X^i_{t-1}^T \Gamma^i_{t-1} X^i_t + X^i_t \Gamma^i_{t+1} X^i_{t+1}) \exp(Z^i_t \mathbf{\lambda}(i) X^i_t). \tag{2.57}
\]

The distribution of user \(i\)'s activities at time \(t\) from category \(\nu\) conditioned on all other variables can be derived as,

\[
P(Z^i_t(\nu) \mid Z^i_t(\nu)) \propto \begin{cases} 
\exp(Z^i_t \mathbf{\lambda}(i) X^i_t) \times \\
\exp(\Upsilon^i_t(\nu)) \\
Z^i_t(\nu)!
\end{cases} \frac{\exp(Z^i_t \mathbf{\lambda}(i) X^i_t)}{Z^i_t(\nu)!} \quad \text{if } t \leq T - 1
\]

\[
\begin{cases} 
\exp(Z^i_t \mathbf{\lambda}(i) X^i_t) \\
\exp(\Upsilon^i_t(\nu)) \\
Z^i_t(\nu)!
\end{cases} \quad \text{if } t = T
\]

where,

\[
\Upsilon^i_t = \sum_{j \in \mathcal{N}(j)} \sum_{a,b \in \mathcal{T}} \frac{\theta_{x^i_j,x^i_{j+1}(j)}}{|\mathcal{N}(j)|} \quad t = 1 \ldots T - 1. \tag{2.59}
\]

Equation (2.58) is in the exponential form of a Poisson distribution excluding the normalizing factor. Therefore, we can generate samples of neighbor activity by sampling from a Poisson distribution with corresponding mean parameter. Finally, assuming \(X_s, Z_s\) are the latent sentiments and user activity at the \(s^{th}\) sample we can estimate the partial derivatives as,

\[
\frac{\partial A(\theta, \lambda)}{\partial \theta_{a,b}^{(i)}} \approx \frac{1}{S} \sum_s \sum_{t=2}^T \mathbb{I}(X^i_{t-1,s} = a, X^i_{t,s} = b) \zeta^i_{t-1,s}
\]

\[
\frac{\partial A(\theta, \lambda)}{\partial \theta_0^{(i)}} \approx \frac{1}{S} \sum_s \sum_{t=2}^T \mathbb{I}(X^i_{t-1,s} = a, X^i_{t,s} = b)
\]

\[
\frac{\partial A(\theta, \lambda)}{\partial \lambda_a^{(i)}} \approx \frac{1}{S} \sum_s \sum_{t=1}^T \mathbb{I}(X^i_{t,s} = a) Z^i_{t,s} \tag{2.60}
\]

where \(\zeta^i_{t,s}\) is defined as in (2.14) assuming all users are observed and replacing \(Z^i_t\) with \(Z^i_{t,s}\) and \(\mathbb{I}\) is the indicator function.
2.6 Experiments

For validating the proposed model we ran two types of experiments. The first set of experiments evaluate the accuracy of our model in inferring latent sentiments of the users when the ground truth is known. We also show that the proposed stochastic gradient-based method does maximize the log likelihood of the data. Then we evaluate our model on a real world dataset. We choose a vaccination sentiment dataset on Twitter and we perform experiments on how well our model generalizes for unseen data and for inferring the user activity of unobserved users.

2.6.1 Inferring Latent Sentiments in Synthetic Network Data

Following similar approaches to those in [8, 16, 52], first we generate both latent sentiments and user activity counts by sampling from our joint distribution in (2.3) employing equations (2.57) and (2.58) with known parameters. The random networks were generated using the Erdős-Rényi method with an edge forming probability of 0.2 [72]. This sampled data was then used in a supervised training setting to learn the parameters $\theta, \lambda$. Finally the receiver operating characteristic (ROC) performance was tested on a different dataset that was again sampled from (2.3). We set $K = 2, C = 2, \epsilon_0 = 0.01$ and the parameters as in (2.61), i.e.,

$$
\theta(i)_{a,b} = \begin{bmatrix}
-0.5(a + b) \\
0.5(a - 2b)
\end{bmatrix}, \quad \lambda(i) = \begin{bmatrix}
-1 & 1 \\
1 & -1
\end{bmatrix},
$$

$$
\theta(i)_{a,b,0} = 0.1 \quad \forall a, b \in \{0,1\}, \quad i = 1 \ldots N. \tag{2.61}
$$
The training procedure was terminated when the absolute difference of both $\theta$ and $\lambda$ at successive iterations are less than 1. All parameters were initialized to zero at the start of the training.

First we show that the proposed training method maximizes the likelihood of training data by plotting the estimates of likelihood at each iteration of the training procedure. We estimate the log partition function by writing it as an expectation as follows,

$$
\exp(A(\theta, \lambda)) = \sum_{X, Z} \exp(E_p(X, Z))
\approx \frac{1}{S} \sum_s \exp(E_p(X_s, Z_s)) \approx 1
$$

where $X_s, Z_s$ are samples drawn from some distribution $Q_l$ over latent variables $X$ and user activity counts $Z$. This approach is similar to the method used in [68] for estimating the marginal likelihood. The log likelihood values estimated from this method at each training iteration are given in Figure 2.2 for two random networks with 100 and 200 users. It clearly shows the log likelihood values converge to a maximum approximately after about 1000 iterations. Next, we evaluate the accuracy of the proposed method for inferring latent sentiments for different time durations ($T$) and network sizes ($N$). Parameters were set as in (2.61). For the baseline methods we use the Cox process and Support Vector Machine (SVM) as explained below.

Since there are no models that infer latent sentiments based on activity counts in a network, comparison with the Cox process evaluates our model compared to a directed generative model that models the sequential nature of data. As we explain
Figure 2.2: Log likelihood values at each iteration during training for two networks with $N = 100$, $N = 200$ and $T = 20$. In both experiments log-likelihood converges to the maximum after about 1000 iterations.
below, we employ the Cox process consisting of independent chains. This enables us to show the importance of modeling the coupling between agents for this type of data compared to independent users. SVM incorporates neighbor activities without modeling the sequential nature of the data for inferring latent states.

- **Cox Process**: Also known as the Doubly Stochastic Point Process, this method assumes that the underlying intensity, $\lambda(t)$ of the Poisson process is also stochastic [73]. This model can also be viewed as a HMM where states are discrete and observations is a counting process [74, 75]. For this experiment we assume $\lambda(t)$ is a Markov chain where each state corresponds to a latent sentiment. The transition probabilities and observation intensities were determined using the maximum likelihood approach. Given the observed counts, marginal probabilities of latent states were estimated using the Forward-Backward algorithm.

- **SVM**: We use support vector machine to classify latent sentiments since it is a widely accepted supervised classification method. The sum of neighbor activities and user $i$’s activity counts at time $t$ are used as input for classifying latent sentiment $X_i^t$. Since SVM uses cross-validation for estimating probabilities, each data point was replicated once more for more accurate estimates [76]. When there are sentiments only from one class a single sentiment was added from the opposite class with all zero input to the training data.
Table 2.1: AUC-ROC values for a Experiment I. Proposed method with mean field (MF) approximation performs best compared to other methods. Cox process performs better than the structured mean field (SMF) approximation at larger time periods possibly due to the availability of longer sequences.

<table>
<thead>
<tr>
<th>T</th>
<th>SVM</th>
<th>Cox</th>
<th>SMF</th>
<th>MF</th>
</tr>
</thead>
<tbody>
<tr>
<td>10</td>
<td>0.5657</td>
<td>0.7903</td>
<td>0.8639</td>
<td><strong>0.9363</strong></td>
</tr>
<tr>
<td>20</td>
<td>0.5908</td>
<td>0.8426</td>
<td>0.8974</td>
<td><strong>0.9539</strong></td>
</tr>
<tr>
<td>30</td>
<td>0.5980</td>
<td>0.8865</td>
<td>0.9051</td>
<td><strong>0.9512</strong></td>
</tr>
<tr>
<td>40</td>
<td>0.6337</td>
<td>0.9234</td>
<td>0.9109</td>
<td><strong>0.9598</strong></td>
</tr>
<tr>
<td>50</td>
<td>0.6769</td>
<td>0.9216</td>
<td>0.8719</td>
<td><strong>0.9592</strong></td>
</tr>
</tbody>
</table>

2.6.1.1 Experiment I- Varying time durations (T) for a fixed size (N) network

In experiment I we evaluate the performance for different time durations T for a fixed network of 100 users. Table 2.1 reports the area under the ROC curve (AUC-ROC) for different T values. We have included inference accuracy of both structured mean field (SMF) and mean field (MF) approximations. SVM has the worst performance among all methods since it assumes all data points are independent and doesn’t model temporal dynamics. Similar behavior for SVM was also observed in [8]. The Cox process has a comparably better performance particularly at longer time durations. Both the Cox process and the mean field approximation give better performance as T increases, possibly due to the availability of longer sequence for training as we increase T. While mean field approximation outperforms all the other methods across all T, the Cox process beats the structured approximation at T = 40 and 50. The parameters of the structured approximation were obtained by a gradient-based numerical method. This is a possible reason for degradation of accuracy in the structured mean field approximation, whereas in the mean field approximation we have closed form solutions for estimating the variational parameters. Table 2.2 presents
Table 2.2: Average precision values for Experiment I. Similar to AUC-ROC values mean field approximation has the best average precision values. These values are lower compared to AUC-ROC values, which can be due to a class imbalance in training data.

<table>
<thead>
<tr>
<th>$T$</th>
<th>SVM</th>
<th>Cox</th>
<th>Structured MF</th>
<th>Mean Field</th>
</tr>
</thead>
<tbody>
<tr>
<td>10</td>
<td>0.2046</td>
<td>0.5684</td>
<td>0.6925</td>
<td>0.8033</td>
</tr>
<tr>
<td>20</td>
<td>0.2171</td>
<td>0.7319</td>
<td>0.6897</td>
<td>0.8597</td>
</tr>
<tr>
<td>30</td>
<td>0.2081</td>
<td>0.7848</td>
<td>0.7010</td>
<td>0.8453</td>
</tr>
<tr>
<td>40</td>
<td>0.2405</td>
<td>0.8468</td>
<td>0.7045</td>
<td>0.8700</td>
</tr>
<tr>
<td>50</td>
<td>0.2925</td>
<td>0.8479</td>
<td>0.6240</td>
<td>0.8685</td>
</tr>
</tbody>
</table>

the average precision values for the same experiments. The average precision values also follow the behavior of AUC-ROC for this set of experiments. Furthermore all of the precision values are lower compared to AUC-ROC possibly due to class imbalance in the data that was generated.

2.6.1.2 Experiment II-Varying network size ($N$) for a fixed duration ($T$)

In experiment II we evaluate the scalability of our model for larger networks. We change the network size $N$ from 500 – 1000 for a fixed time period $T = 10$. Table 2.3 presents AUC-ROC data for this experiment. In this experiment the mean field approximation consistently gives an AUC-ROC > 0.9 for all the experiments. This is an indication of scalability in terms of accuracy of the proposed method for larger networks. The accuracy of the structured approximation is suboptimal compared to the mean field approximation as in the previous experiments. However, the mean field approximation performs better across all $N$ compared to the Cox process and SVM. However, due to the stochastic gradient based training in our model, the time it takes estimating the parameters can be a limiting factor as the network size grows. This is an inherent limitation in stochastic gradient methods. While larger learning rates $\epsilon_n$ can improve the convergence it can also increase the variance of the estimated
Table 2.3: AUC-ROC for Different Network Sizes in Experiment II. The mean field approximation consistently have AUC-ROC > 0.9 across all network sizes, demonstrating the scalability of the proposed method.

<table>
<thead>
<tr>
<th>N</th>
<th>SVM</th>
<th>Cox</th>
<th>Structured MF</th>
<th>Mean Field</th>
</tr>
</thead>
<tbody>
<tr>
<td>500</td>
<td>0.51072</td>
<td>0.78603</td>
<td>0.83259</td>
<td>0.92674</td>
</tr>
<tr>
<td>600</td>
<td>0.49629</td>
<td>0.77865</td>
<td>0.81005</td>
<td>0.91982</td>
</tr>
<tr>
<td>700</td>
<td>0.51436</td>
<td>0.77966</td>
<td>0.81188</td>
<td>0.91516</td>
</tr>
<tr>
<td>800</td>
<td>0.50028</td>
<td>0.76861</td>
<td>0.82998</td>
<td>0.92856</td>
</tr>
<tr>
<td>900</td>
<td>0.51421</td>
<td>0.77448</td>
<td>0.82198</td>
<td>0.92046</td>
</tr>
<tr>
<td>1000</td>
<td>0.49068</td>
<td>0.77607</td>
<td>0.79974</td>
<td>0.9158</td>
</tr>
</tbody>
</table>

Table 2.4: The average Precision for Different Network Sizes in Experiment II. Mean field approximation has the best precision values while the Cox process and Structured mean field approximation perform equally.

<table>
<thead>
<tr>
<th>N</th>
<th>SVM</th>
<th>Cox</th>
<th>Structured MF</th>
<th>Mean Field</th>
</tr>
</thead>
<tbody>
<tr>
<td>500</td>
<td>0.1711</td>
<td>0.5918</td>
<td>0.5965</td>
<td>0.7813</td>
</tr>
<tr>
<td>600</td>
<td>0.1524</td>
<td>0.5368</td>
<td>0.5260</td>
<td>0.7379</td>
</tr>
<tr>
<td>700</td>
<td>0.1726</td>
<td>0.5631</td>
<td>0.5506</td>
<td>0.7430</td>
</tr>
<tr>
<td>800</td>
<td>0.1519</td>
<td>0.5541</td>
<td>0.5919</td>
<td>0.7691</td>
</tr>
<tr>
<td>900</td>
<td>0.1683</td>
<td>0.5495</td>
<td>0.6001</td>
<td>0.7607</td>
</tr>
<tr>
<td>1000</td>
<td>0.1596</td>
<td>0.5550</td>
<td>0.5396</td>
<td>0.7487</td>
</tr>
</tbody>
</table>

parameters [71]. The average precision values for this experiment are given in Table 2.4. For the precision values, the structured approximation and Cox process have approximately equal performance. In terms of precision mean field approximation stands out from all the other methods.

2.6.1.3 Experiment III- Performance with multiple latent states and observation classes

In experiment III we change both the number of latent classes and observation classes to 3, i.e. $K = 3$ and $C = 3$ with $T = 10$ and $N = 100$. The new parameters
Table 2.5: ROC-AUC values obtained using mean field approximation for a network of 100 users with $T = 10$ for experiment III. The proposed method with mean field approximation outperforms all the other methods, except for state 3 where SMF approximation is marginally better compared to MF approximation.

<table>
<thead>
<tr>
<th>State</th>
<th>Cox</th>
<th>SMF</th>
<th>MF</th>
</tr>
</thead>
<tbody>
<tr>
<td>0</td>
<td>0.615</td>
<td>0.947</td>
<td>0.9536</td>
</tr>
<tr>
<td>1</td>
<td>0.512</td>
<td>0.705</td>
<td>0.7213</td>
</tr>
<tr>
<td>2</td>
<td>0.585</td>
<td>0.966</td>
<td>0.962</td>
</tr>
</tbody>
</table>

for this experiment are,

\[
\theta(i)_{a,b} = \begin{bmatrix} 0.5(b - a) \\ 0.5(a - b) \\ 0.5(a - 2b) \end{bmatrix} \quad \lambda(i) = \begin{bmatrix} -1 & 0 & 1 \\ 0 & 1 & -0.5 \\ 0 & 1 & -1 \end{bmatrix}
\]

\[
\theta(i)_{a,b,0} = 0.1 \quad \forall a, b \in \{0, 1, 2\}, \ i = 1 \ldots N. \quad (2.63)
\]

The results obtained using mean field approximation compared with the Cox process are given in table 2.5. The AUC-ROC was computed using 1-vs-rest strategy in this experiment. While the inference accuracy for both approximations perform better, the accuracy of the Cox process drastically reduces compared to the $K = 2, C = 2$ case.

2.6.1.4 Experiment IV- Inferring Latent Sentiment with Unobserved Users

In our last experiment with synthetic data we evaluate the performance of our method when inferring the latent sentiments by observing only a partial set of agents in the network. First as in the previous experiments we assume all the users are observed during the training phase. Then a new dataset was generated and we infer latent sentiments of all agents assuming only a partial set of users ($S_o$) are observed.

We run this experiment on a 100 user network for different $T$ values. We increase the
Table 2.6: AUC-ROC for interring latent states with unobserved users for a network of 100 users using mean field approximation for experiment IV. | $S_u$ | is the number of unobserved users and $K = 2$. The accuracy of proposed method even with 50% of unobserved users is better than fully observed SVM.

<table>
<thead>
<tr>
<th>$S_u$</th>
<th>T=10</th>
<th>T=20</th>
<th>T=30</th>
<th>T=40</th>
<th>T=50</th>
</tr>
</thead>
<tbody>
<tr>
<td>10</td>
<td>0.9070</td>
<td>0.9226</td>
<td>0.9067</td>
<td>0.9042</td>
<td>0.9137</td>
</tr>
<tr>
<td>20</td>
<td>0.8600</td>
<td>0.8661</td>
<td>0.8560</td>
<td>0.8722</td>
<td>0.8848</td>
</tr>
<tr>
<td>30</td>
<td>0.8293</td>
<td>0.8354</td>
<td>0.8174</td>
<td>0.8084</td>
<td>0.8298</td>
</tr>
<tr>
<td>40</td>
<td>0.7813</td>
<td>0.7943</td>
<td>0.7882</td>
<td>0.7703</td>
<td>0.7810</td>
</tr>
<tr>
<td>50</td>
<td>0.7474</td>
<td>0.7332</td>
<td>0.7256</td>
<td>0.7168</td>
<td>0.7461</td>
</tr>
<tr>
<td>SVM Fully Observed</td>
<td>0.5657</td>
<td>0.5908</td>
<td>0.5980</td>
<td>0.6337</td>
<td>0.6769</td>
</tr>
</tbody>
</table>

number of randomly chosen unobserved users from 10 – 50 in increments of 10. The AUC-ROC values for this experiment are given in Table 2.6. Similar to the previous experiments, for a fixed number of unobserved users the performance is almost the same across all time lengths ($T$). Since the Cox process assumes independent chains for each user it cannot be generalized to the unobserved user case. However, the last row in Table 2.6 indicates the SVM results from Table 2.1 for a fully observed network of users. This indicates that the results of our method even with a partially observed set of users are better compared to the results of SVM obtained using a fully observed set of users.

### 2.6.2 Modeling Vaccination sentiments on Twitter

In the second set of experiments we evaluate our model on a Twitter dataset. This dataset was generated by Salathé et. al [37, 77] which includes Twitter sentiments towards a new vaccination that were collected over a period of 45 days. Tweets that were originally in the form of text were quantified to positive, negative, neutral or irrelevant [37]. For this experiment we consider only the positive, negative and neutral tweets making $C = 3$. We set the number of hidden states to $K = 2$. We choose the
100 users with the most activity in the given 45 days duration similar to \[47,78\]. The dataset was then divided into two sets for training and testing. Following \[79\] this was done by first dividing the 45 days time period into 30 equal periods and then the first and second halves were used for training and testing respectively. In order to avoid numerical overflow in computations we have added a \(l_2\) regularization term on the lower bound given in (2.54) when estimating parameters for this dataset. Due to the non-concavity of the lower bound on log-likelihood when using the structured mean field approximation, training was done using the mean field approximation.

### 2.6.2.1 Experiment V-Likelihood Evaluation

In this experiment we evaluate the likelihood of training data and testing data under our model. While most of the existing methods model the total Tweet counts at the end of a certain time period \([49,50,52]\) we model the data in the form activity counts of each user \((i)\) at each time duration \(t = 1 \ldots T\). Therefore, for likelihood comparison we choose two models that are able to capture data in the aforementioned form. First, we use the Cox process as explained in previous section. Second, we use a mutually exciting point process (MEPP) as a popular method for modeling social network data \([48–50]\). For MEPP, we assume the activity of user \(i\) in category \(\nu\) between the time duration \(\tau_{t-1}\) to \(\tau_t\) is a homogeneous Poisson point process with intensity \(\tilde{\lambda}_t^i(\nu)\) defined as,

\[
\tilde{\lambda}_t^i(\nu) = \tilde{\lambda}_0^i + \sum_{j \in N(i), \tau_{t-2} \leq t_{\nu,j} < \tau_{t-1}} \alpha_t^i \exp(-\beta_t^i (\tau_{t-1} - t_{\nu,j})).
\]  

(2.64)

We assume \(\lambda_t^i(\nu)\) depends only on the activities of the neighbors which occurred during previous time period \(\tau_{t-2}\) to \(\tau_{t-1}\), similar to a limited memory self exciting
Table 2.7: AIC values obtained for the Twitter data in experiment V. The proposed method gives lower AIC values for both training and testing data making it better compared to the other methods for modeling the given dataset.

<table>
<thead>
<tr>
<th></th>
<th>Cox</th>
<th>MEPP</th>
<th>Proposed (Mean Field Approx.)</th>
</tr>
</thead>
<tbody>
<tr>
<td>Training</td>
<td>10104.88</td>
<td>11515.86</td>
<td>9157.6</td>
</tr>
<tr>
<td>Test</td>
<td>14698.66</td>
<td>15171.98</td>
<td>14645.4</td>
</tr>
</tbody>
</table>

point process [80]. For the experiments with unobserved users we sum only over the events with observed users, i.e, $j \in \mathcal{N}(i) \cap S_o$ in equation (2.64). The parameters were estimated by maximizing the likelihood using the BFGS method. We evaluate these methods using the metric known as the Akaike information criterion (AIC) [81], which is given by,

$$AIC = 2k - 2\log P(Z)$$  \hspace{1cm} (2.65)$$

where $k$ is the number of parameters required for each model and $\log P(Z)$ denotes the log likelihood of observed data. While this measure promotes models with higher likelihood this also penalizes models with more parameters. With AIC, we prefer models that give a lower AIC score. Since the likelihood for the observed data cannot be computed tractably using our method, instead of the likelihood we have used the lower bound on likelihood as given in (2.54). An estimate for the partition function was made using (2.62). The AIC values for the training dataset and the test dataset are given in Table 2.7. Proposed method with the mean field approximation gives a lower AIC score for both training and testing data compared to the other two methods. While the AIC score for the Cox process is close to the proposed method the Cox process cannot be generalized to the unobserved user case. Furthermore, since we use a lower bound for the likelihood of data for the proposed method, the true AIC scores of the proposed method can be even lower than those we have reported in Table 2.7.
2.6.2.2 Experiment VI-Predicting User Activity Counts

For the next experiment we assume only a partial set of users in the network is observed during inference and we predict the counts of the unobserved user activities. Similar to related work [49], we use the expected number of counts as the estimate in the comparisons. For the proposed method we use expected values of each activity under the variational distribution. For MEPP this is the expected value of the Poisson point process given in (2.64). We have also used a linear regression model [79] for the comparison. In regression, the activities of user $i$ at time $t$ was modeled as a function of neighbor activity at time $t - 1$ given by,

$$\log Z_i^t(\nu) = \alpha^i_\nu + \sum_{c=1}^{C} \beta^i_c \log \eta^c_{t-1}(c) + \upsilon_{c,t}$$

where $\eta^c_{t-1} = \sum_{j \in N(i) \cap S_o} Z^j_{t-1}$ and $\upsilon_{c,t}$ is the Gaussian noise. Note that our model can be trained once and can be used in inference for any set of unobserved users. However, both the regression and MEPP models have to be retrained for each set of unobserved users. In this experiment the unobserved users were selected in order starting with least active user. Figure 2.3 plots the sum of absolute error across all unobserved users for the three methods. We have also included the results obtained using both variational approximations for the inference. While structured approximation performs best, the MEPP beats the performance of mean field approximation. This can be due to the advantage MEPP has when training for each set of unobserved users separately.

2.6.2.3 Experiment VII- Prediction Error For Random $S_u$

In this experiment we randomly select the indices in $S_u$ and computed the absolute error between true counts and expected counts from the the models. Table
Table 2.8: Average absolute error of the predicted activity counts in experiment VII for 10 randomly selected subsets \( (S_u) \). When the users are randomly selected mean field approximation performs better compared to structured mean field approximation.

<table>
<thead>
<tr>
<th>( S_u )</th>
<th>Regression</th>
<th>MEPP</th>
<th>SMF</th>
<th>MF</th>
</tr>
</thead>
<tbody>
<tr>
<td>10</td>
<td>4924.78</td>
<td>4088.81</td>
<td>2554.84</td>
<td>2367.40</td>
</tr>
<tr>
<td>20</td>
<td>2887.37</td>
<td>3281.64</td>
<td>2092.36</td>
<td>1918.35</td>
</tr>
<tr>
<td>30</td>
<td>2198.48</td>
<td>2469.69</td>
<td>1593.27</td>
<td>1432.35</td>
</tr>
<tr>
<td>40</td>
<td>1395.60</td>
<td>1666.99</td>
<td>1136.27</td>
<td>981.60</td>
</tr>
<tr>
<td>50</td>
<td>700.15</td>
<td>818.77</td>
<td>505.55</td>
<td>478.13</td>
</tr>
</tbody>
</table>

2.8 shows the results of this experiment averaged over 10 runs. When users are randomly selected mean field approximation works better than all the other methods. One conclusion of this experiment is when predicting sparse activities inferring using structures mean field approximation can yield better accuracy than using the mean field approximation.

### 2.7 Conclusion

This chapter presents an undirected generative model for modeling activity counts in a network using latent variables. In addition to inferring latent states, we further generalize our model to predict the activity counts of users when they are not observed. We proposed two types of factors that are able to capture temporal dynamics of latent states and neighbor influences which are difficult to model in conventional directed models with latent states. Since conventional belief propagation algorithms cannot be applied to this method, we proposed tractable approximate inference methods for our model. By proposing a model in the exponential family, we approximate the intractable derivative by stochastic gradients that is required for maximum-likelihood based parameter estimation. The accuracies in inferring latent
sentiments performs better than the methods based on Cox process and SVM. We also evaluate our model on a real world Twitter dataset which gives lower AIC scores compared to baseline methods. Finally we show that our method can predict the activity counts of users in future times with a better accuracy compared to regression models and mutually exciting point processes. While our method assumes that the observed agents are given a priori for unobserved agents case, one can improve this work by proposing methods to select the observed agents depending on certain criteria such as inference accuracy.
CHAPTER 3

Static Sensor Selection

In this chapter, first we review the existing research work on sensor selection. Then we explain how to improve the greedy sensor selection methods for the two criterion minimizing mean square error and minimizing the uncertainty volume of the estimation.

3.1 Related Work

As sensor selection is a vast subject [25, 82, 83], in our work we focus on centralized sensor selection for estimating a random signal under linear Gaussian assumptions [26, 27]. We assume the number of sensors to be selected and the dimension of the random vector to be estimated are in the same order. Since the sensor selection problem is in general NP-hard [26, 84], most approximate solutions are based on greedy approaches or convex relaxation methods [26–29]. Among the greedy methods, entropy or mutual information based methods try to identify a set of sensors that minimizes the uncertainty of resulting observations [28, 85]. These methods assume an independent and identically distributed (iid) noise distribution for the sensors and the selection process in general can take up to \( O(n^5) \) when the number of variables to estimates and the number of sensors selected are \( O(n) \). The methods proposed
in [26] and [29] are based on the quality of estimation known as the volume of the \( \eta \)-confidence ellipsoid of the estimation error [26]. Authors in [26] propose a convex relaxation method to minimize this criterion while the other work [29] proposes a greedy algorithm. The convex relaxation method is an iterative method that takes \( O(n^3) \) time for each iteration. The greedy algorithm takes \( O(n^4) \) time for selecting all the sensors. Both of these methods also assume an iid measurement noise. The sensor selection problem with correlated measurement noise was considered in [27]. In [27], authors proposed both convex relaxation and greedy methods for sensor selection under minimum mean squared error (MMSE) estimation criterion. The time complexity of the convex relaxation method in [27] can reach up to \( O(n^{4.5}) \) even under the assumption that the unknown signal dimension is much lower compared to the number of sensors (\( n \)). The greedy algorithm proposed by the same authors will take \( O(n^4) \) time when the signal dimension and the number of sensors are taken into consideration. While the aforementioned methods provides near optimal performance [27,28], scaling up these methods for high dimensional signals can be challenging due to their time complexities [86].

In addition to these sensor selection methods for conventional random signals, there are other greedy sensor selection methods proposed for probabilistic graph signals [87,88]. A probabilistic graph signal can be interpreted as a Gaussian Markov random field where the graph indicates the conditional independencies of the random variables in the state vector [24,88]. Majority of these methods are based on spectral methods which will be computationally expensive for high dimensional graph signals [22,23]. In particular, the most efficient method [22,89] proposed so far would take \( O(n^3I) \) time where \( I \) is the number of iterations required to compute the
maximum eigen-pair of an $n \times n$ matrix. Moreover, these methods cannot incorporate correlated measurement noise. Another relevant problem for sensor selection for graph signals is, handling time varying conditions. Furthermore, we may not know in advance how these graphs evolve over time [90]. In these situations it would be beneficial to have sensor selection schemes that can efficiently update the selected set of sensors for the current time step. None of the existing graph sensor selection methods address the sensor selection problem for time varying conditions.

### 3.2 Sensor Selection for Linear Gaussian Measurements

We consider the problem of estimating a random signal $x \in \mathbb{R}^d$, using linear observations $y \in \mathbb{R}^n$ of the form [91],

$$ y = Cx + n $$  \hspace{1cm} (3.1)

where $C$ is the $n \times d$ measurement matrix. The zero mean measurement noise $n$, has a covariance matrix $R$. The random vector $x$ has a Gaussian distribution with zero mean and covariance $P$. In the sensor selection problem, we want to select $m$ sensors, i.e., $m$ rows of the the $n$ dimensional measurement vector $y$ in order to estimate $x$. In this paper we consider the problems where both $m$ and $d$ are of the same order as $n$, i.e. $m = \mathcal{O}(n), d = \mathcal{O}(n)$. Representing activated sensors using a binary vector $w \in \{0,1\}^n$, the selected measurements $y_w$ can be written as,

$$ y_w = H_w y = H_w C x + n_w $$  \hspace{1cm} (3.2)
where \( H_w \) is an \( m \times n \) sensor selection matrix obtained by removing all of the all zero rows from the \( n \times n \) diagonal matrix \( \text{diag}(w) \), and \( n_w = H_w n \) is the transformed measurement noise vector with covariance \( R_w = H_w R H_w^T \) [92].

The MMSE estimator of \( x \) is [91],

\[
\hat{x} = P C^T H_w^T (H_w C P C^T H_w^T + R_w)^{-1} (y_w - H_w C \mu)
\] (3.3)

with an error covariance,

\[
P_w = P - P C^T H_w^T (H_w C P C^T H_w^T + R_w)^{-1} H_w C P.
\] (3.4)

Sensor selection under a minimum mean squared error criterion can be defined as a constrained minimization of the trace of \( P_w \), i.e.,

\[
\begin{align*}
\min_{w} & \quad \text{Tr}(P_w) \\
\text{subject to} & \quad w \in \{0, 1\}^n, \ w^T 1 = m
\end{align*}
\] (3.5)

where \( m \leq n \) is the number of selected sensors. A greedy solution for this NP-hard optimization problem was proposed in [27] which has a time complexity of \( \mathcal{O}(n^4) \). In this section we show that the complexity of greedy sensor selection for this problem can be further reduced to \( \mathcal{O}(n^3) \). Similar to [27] we separate the terms dependent on \( w \) in (3.4) into a single term. However, in contrast to [27], we do not decompose just the measurement covariance matrix \( R \), and instead we decompose the term \( C R C^T + R \) as,

\[
C P C^T + R = a I_p + S
\] (3.6)

where \( a > 0 \). Since \( R \) is positive definite the right hand side of the equation (3.6) is positive definite. Then we can always have a decomposition as in (3.6) by choosing a sufficiently small \( a \) such that \( 0 < a < \lambda_1 \), where \( \lambda_1 \) is the smallest eigenvalue of
\( CPC^T + R \). Substituting \( R_w = H_w R H_w^T \) we obtain,

\[
P_w = P - PC^T H_w^T \left\{ H_w(aI + S)H_w^T \right\}^{-1} H_w CP
\]

\[
= P - PC^T H_w^T \left\{ aI_w + H_w S H_w^T \right\}^{-1} H_w CP.
\]

By using a re-arrangement of the Woodbury matrix inversion lemma in the form

\[
B(C^{-1} + DA^{-1}B)^{-1}D = A - A(A + BCD)^{-1}A,
\]

we can obtain

\[
H_w^T \left\{ aI_w + H_w S H_w^T \right\}^{-1} H_w = S^{-1} - S^{-1} \left\{ S^{-1} + \frac{\text{diag}(w)}{a} \right\}^{-1} S^{-1}.
\]

Substituting (3.8) into the second term of the right hand side of (3.7) we get,

\[
P_w = P - PC^T \left[ S^{-1} - S^{-1} \left\{ S^{-1} + \frac{\text{diag}(w)}{a} \right\}^{-1} S^{-1} \right] CP.
\]

The next step of the algorithm is to expand the diag(\( w \)) term as a summation so that we can recursively update the optimization objective during the sensor selection process. Replacing diag(\( w \)) as a summation and using (3.9) we can transform the optimization in (3.5) to,

\[
\text{minimize}_{w} \quad \text{Tr} \left( P_s \left\{ S^{-1} + \frac{1}{a} \sum_{i=1}^{p} w_i e_i e_i^T \right\}^{-1} P_s^T \right)
\]

subject to \( w \in \{0, 1\}^n, w^T 1 = m \)

where \( P_s = PC^T S^{-1} \), \( e_i \) is the \( i^{th} \) standard basis vector and \( w_i \) is the \( i^{th} \) element of \( w \). In a greedy approach, at each sensor selection iteration we select the sensor that gives the minimum value for the trace in (3.10) out of all the sensors that are not already selected. However, computing this trace for each sensor being evaluated will be computationally expensive and such an approach will not scale for larger \( n \). As a solution we propose a recursive method to compute this trace efficiently.
Let $\pi(k)$ be the index of the sensor selected at the $k^{th}$ iteration and $S_k = \{\pi(1), \ldots, \pi(k)\}$ be the set of selected sensors at the end of iteration $k$ of the greedy algorithm. Letting $P_{w,k}$ denote the estimation error covariance for estimating $\mathbf{x}$ after selecting $k$ sensors (i.e., at the end of iteration $k$) we have

$$P_{w,k} = P - P C^T S^{-1} C P + P S_k^{-1} P^T$$

(3.11)

where,

$$S_k = S^{-1} + \sum_{i \in S_k} e_i e_i^T = S_{k-1} + \frac{1}{a} e_{\pi(k)} e_{\pi(k)}^T.$$  

(3.12)

with initialization $S_0^{-1} = S$.

The next sensor to be selected at iteration $k+1$ is

$$\pi(k + 1) = \arg\min_{j \in \mathcal{V} \setminus S_k} \text{Tr} \left[ P_s \left( S_k + \frac{1}{a} e_j e_j^T \right)^{-1} P_s^T \right]$$

(3.13)

where $\mathcal{V}$ is the set of all possible sensors. Using the Sherman-Morrison formula $(A + uv^T)^{-1} = A^{-1} - \frac{A^{-1}uv^TA^{-1}}{1 + v^T A^{-1} u}$ and defining

$$Q_k = P_s S_k^{-1}$$

we can transform (3.13) to

$$\pi(k + 1) = \arg\max_{j \in \mathcal{V} \setminus S_k} \frac{\text{Tr} \left[ P_s S_k^{-1} e_j e_j^T S_k^{-1} P_s^T \right]}{a + e_j^T S_k^{-1} e_j} = \arg\max_{j \in \mathcal{V} \setminus S_k} \frac{q_{k,j}^T q_{k,j}}{a + s_{k,j}}$$

(3.14)

in which $q_{k,j}$ is the $j^{th}$ column of the matrix $Q_k$. The scalar $s_{k,j}$ denotes the $j^{th}$ diagonal entry of $S_k^{-1}$. Using (3.14) and by efficiently updating $S_k$ we can obtain a faster algorithm for greedy sensor selection. From (3.12) we can use the Sherman-Morrison formula to write $S_k^{-1}$ as,

$$S_k^{-1} = S_{k-1}^{-1} - \frac{s_{k-1,\pi(k)} S_{k-1,\pi(k)}^T}{a + s_{k-1,\pi(k)}}$$

(3.15)
where \( s_{k-1, \pi(k)} \) is the \( \pi(k) \) column of \( S_{k-1}^{-1} \). This recursion is started using \( S_0^{-1} = S \).

Pre-multiplying (3.15) by \( P_s \) gives,

\[
Q_k = Q_{k-1} - \frac{q_{k-1, \pi(k)} s_{k-1, \pi(k)}^T}{a + s_{k-1, \pi(k)}}
\]

(3.16)

and \( Q_0 \) is initialized with \( Q_0 = P_s S^{-1} \). Algorithm 2 explains this MMSE-based greedy sensor selection method.

### 3.2.1 Remarks On the Time Complexity of Algorithm 2

Note that inversion calculation \( S^{-1} \) and eigen-decomposition of \( CPC^T + R \) operations in the first five lines of Algorithm 2 are bounded by \( O(n^3) \). The maximization in line 7 requires computing the norm of a \( d \) dimensional vector \( O(n) \) times for a single sensor selection iteration, which gives a complexity of \( O(nd) \). Since \( S_k^{-1} \) and \( Q_k \) can be updated using outer products, the complexity of those update operations will take \( O(n^2) \) and \( O(nd) \) time respectively for a single sensor selection. Then all of these operations need to be done \( m \) times. This will give an overall complexity of \( O(m(n^2 + nd)) \) for Algorithm 2. In the case where \( d = O(n) \) and \( m = O(n) \), the complexity of Algorithm 2 is \( O(n^3) \).

The greedy algorithm presented in [27] involves computing products \( \alpha_j^T P_{w,k} \alpha_j \) and \( \alpha_j^T P_{w,k}^2 \alpha_j \) for each sensor \( j \in V \setminus S_k \) and for some vector \( \alpha_j \). This costs \( O(d^2) \) time when the dimensionality of \( x \) cannot be ignored. In addition, the greedy objective in [27] requires computing another quadratic term of the form \( r_j^T R_w r_j \) for sensor \( j \) being evaluated. Where \( r_j \) is the covariance vector between \( j^{th} \) sensor and the sensors that are already selected. That incurs a \( O(k^2) \) time. These computations require \( O(n(d^2 + m^2)) \) time for single greedy sensor selection iteration thereby making the time complexity of the whole algorithm \( O(mn(d^2 + m^2)) \). When both \( d \) and \( m \) are
in the same order as number of available sensors this algorithm takes $O(n^4)$ time. Therefore the proposed Algorithm 2 provides a clear improvement in time complexity when all three variables $n, d$ and $m$ are taken into consideration. However, in extreme cases where the dimension of $x$ and the number of sensors selected ($m$) are constant regardless of the number of available sensors, Algorithm 2 takes $O(n^2)$ time while the greedy algorithm in [27] takes only $O(n)$ time. In terms of memory usage, Algorithm 2 has a memory/space complexity of $O(n^2)$ which is the same complexity required to store a $n \times n$ covariance matrix.

**Algorithm 2** $O(n^3)$ algorithm for MMSE-based greedy sensor selection

**Require:** $P, C, R, m$

1: Obtain the eigen decomposition of $CPC^T + R = VDV^T$
2: $a = \frac{D[0,0]}{2}$ \quad $\triangleright$ $D[0,0]$ is the minimum eigenvalue
3: $S = V(D - aI)V^T$
4: $P_s = PC^TS^{-1}$
5: $S_0 = \emptyset, S_0^{-1} = S, Q_0 = P_sS^{-1}$
6: for $k = 1$ to $m$ do
7: \quad $\pi(k) = \arg\max_{j \in V \setminus S_{k-1}} \frac{q_{k-1,j}^T q_{k-1,j}}{a + s_{k-1,j}}$
8: \quad Compute $Q_k$ from $S_{k-1}^{-1}(:, \pi(k))$ and $Q_{k-1}(:, \pi(k))$ as in (3.16)
9: \quad Compute $S_k^{-1}$ from $S_{k-1}^{-1}(:, \pi(k))$ as in (3.15)
10: \quad $S_k \leftarrow S_{k-1} \cup \{\pi(k)\}$
11: return $S_m$

### 3.3 Sensor Selection Based on Minimizing the Uncertainty Volume of the Estimation

Having considered selection based on the MMSE criterion, we now consider a selection approach based on minimizing the volume of the $\eta$-confidence ellipsoid of the estimation error [26]. The volume of the ellipsoid that contains the estimation
error with probability $\eta$ can be written as a function of the selection vector $w$ as

$$V(w) = \frac{(\sqrt{\alpha \pi})^d}{\Gamma\left(\frac{d}{2} + 1\right)} \sqrt{\det P_w} \quad (3.17)$$

where $\alpha$ is a constant that depends on $\eta$ and a $\chi$-squared distribution while $\Gamma(.)$ denotes the Gamma function and $\det P_w$ is the determinant of the error covariance matrix in (3.4) [26]. The new optimization problem is to select sensors such that the $\det P_w$ is minimized, which can be expressed as,

$$\min_w \det(P_w) \quad (3.18)$$

subject to $w \in \{0, 1\}^p, w^T 1 = m$

The work in [26] solved an equivalent problem albeit with only white measurement noise while [29] provided a greedy algorithm for this white noise case. Now we show that the algorithm in [29], which takes $\mathcal{O}(n^4)$, can be reduced to $\mathcal{O}(n^3)$ in solving (3.18) while also including correlated measurement noise. In particular, when using a greedy approach to solve (3.18), at the $(k+1)$ greedy iteration we select the best sensor that minimizes the determinant of the error covariance matrix given by the first $k$ sensors, i.e., $\det(P_{w,k})$. Since for any $k$ sensors selected the error covariance is given by (3.11), using this equation we can express the $k+1$ greedy iteration for the new criterion as

$$\pi(k + 1) = \arg\min_{j \in \mathcal{V}\setminus S_k} \det \left( U + P_s \left( S_k + \frac{1}{a} e_j e_j^T \right)^{-1} P_s^T \right) \quad (3.19)$$

where $U = P - PC^T S^{-1} CP$. Using the Matrix Inversion Lemma, we can expand the second term within the determinant in (3.19) as,

$$P_s \left( S_k + \frac{1}{a} e_j e_j^T \right)^{-1} P_s^T = P_s S_k^{-1} P_s^T - \frac{P_s S_k^{-1} e_j e_j^T S_k^{-1} P_s^T}{a + e_j^T S_k^{-1} e_j} = P_s S_k^{-1} P_s^T - \frac{q_{k,j} q_{k,j}^T}{a + s_{k,j}} \quad (3.20)$$
where we have used the notation in (3.14) to denote the $j^{th}$ column of the $Q_k$ matrix. Substituting (3.20) into (3.19), defining $T_k = U + P_sS_k^{-1}P_s^T$, and using the matrix determinant lemma $\det(A + uv^T) = (1 + v^TA^{-1}u)\det(A)$, we can write

$$\pi(k + 1) = \arg\min_{j \in V \setminus S_k} \det(T_k) \left( 1 - \frac{q_{k,j}^T T_k^{-1} q_{k,j}}{a + s_{k,j}} \right)$$

$$= \arg\max_{j \in V \setminus S_k} \left( \frac{q_{k,j}^T T_k^{-1} q_{k,j}}{a + s_{k,j}} \right) \quad (3.21)$$

In the second equality, we have removed the $\det(T_k)$ term as it is not a function of $j$ and have changed the greedy optimization from a minimum to a maximum, and hence the simplified expression.

Noting that $q_{k,j}$ is the $j^{th}$ column of $Q_k$ and $Q_k = P_sS_k^{-1}$ we can write $q_{k,j}^T T_k^{-1} q_{k,j}$ as,

$$q_{k,j}^T T_k^{-1} q_{k,j} = e_j^T S_k^{-1} P_s^T \left( U + P_sS_k^{-1}P_s^T \right)^{-1} P_sS_k^{-1} e_j$$

$$= e_j^T \left\{ S_k^{-1} - \left( S_k + P_s^T U^{-1} P_s \right)^{-1} \right\} e_j \quad (3.22)$$

Defining

$$W_k = S_k + P_s^T U^{-1} P_s$$

and making use of the recursive form of $S_k$ in (3.12) we can update $W_k^{-1}$ as,

$$W_k^{-1} = W_{k-1}^{-1} - \frac{w_{k-1,\pi(k)} w_{k-1,\pi(k)}^T}{a + w_{k-1,\pi(k)}} \quad (3.23)$$

where $w_{k,j}$ and $w_{k,\pi(k)}$ are the $j^{th}$ diagonal entry and $\pi(k)$ column of the matrix $W_k^{-1}$, respectively. Finally the optimization in (3.21) can be written as

$$\pi(k + 1) = \arg\max_{j \in V \setminus S_k} \left( \frac{s_{k,j} - w_{k,j}}{a + s_{k,j}} \right) \quad (3.24)$$

The complete $O(n^3)$ algorithm for greedy sensor selection based on minimum uncertainty volume is given in Algorithm 3. In addition to the efficiency compared to [29],
the proposed algorithms can also handle correlated measurement noise in the sensor selection problem.

### 3.3.1 Remarks on the Complexity of Algorithm 3

The initial eigendecomposition and matrix inversions take $\mathcal{O}(n^3)$ as before. The maximization at line 7 of the Algorithm 3 involves comparing only scalar values which can be done in $\mathcal{O}(n)$ time. Then we need to update the $n \times n$ matrices $W_k$ and $S_k$ which incurs $\mathcal{O}(n^2)$ time. Therefore the overall complexity of Algorithm 3 is $\mathcal{O}(n^3)$.

The proposed greedy method in [29] works only for the iid measurement noise case and takes $\mathcal{O}(d^2mn)$ time, which becomes $\mathcal{O}(n^4)$ under the current assumptions. As in Algorithm 2, this Algorithm 3 has a memory/space complexity of $\mathcal{O}(n^2)$.

---

**Algorithm 3** $\mathcal{O}(n^3)$ algorithm for greedy sensor selection based on minimum uncertainty volume of the estimation error

**Require:** $P, C, R, m$

1: Compute $S, a$ as in lines 1-3 in Algo. 2
2: $S_0 = \emptyset, S_0^{-1} = S$
3: $P_s = PC^T S^{-1}$
4: $U = P - P_s C P$
5: $W_0^{-1} = (S_0 + P_s^T U^{-1} P_s)^{-1}$
6: **for** $k = 1$ to $m$ **do**
7: $\pi(k) = \operatorname{argmax}_{j \in \mathcal{V} \setminus S_{k-1}} \frac{w_{k-1,j} - s_{k-1,j}}{a + s_{k-1,j}}$
8: Update $W_k^{-1}$ from $W_{k-1}^{-1}[; \pi(k)]$ as in (3.23)
9: Update $S_k^{-1}$ from $S_{k-1}^{-1}[; \pi(k)]$ as in (3.15)
10: $S_k \leftarrow S_{k-1} \cup \{\pi(k)\}$
11: **return** $S_m$
3.4 Experiments

The proposed greedy sensor selection methods were evaluated in terms of both
efficiency and the estimation accuracy. First, the efficiency of the Algorithms 2 and 3
are evaluated compared to the greedy methods in [27] and [29]. Then the estimation
accuracy is presented compared to the recent sensor selection methods proposed in
the literature.

3.4.1 Time Efficiency of the Proposed Greedy Sensor Selection

For this experiment, following the approaches in [22, 27] we generate the signal
covariance $P$ and measurement noise covariance $R$ using an exponential kernel of the
form $\exp(\theta ||\mathbf{\beta}_i - \mathbf{\beta}_j||)$. The parameter $\theta$ was set to 0.1 and 0.5 for $P, R$ respectively.
For $P$, two dimensional vectors $\mathbf{\beta}$ was generated in equal proportions from two Gaus-
to $I$. For $R$, these vectors were generate from the values generated from a uniform
distribution between 0 and 1. The elements of the measurement matrix $C$ set to ran-
dom values uniformly distributed between $-0.5$ and 0.5. In this experiment number
of available sensors and the dimension of $\mathbf{x}$, are chosen to be the same i.e $n = d$. Table
3.1 presents the time taken to select 50% of the sensors using Algorithm 2 compared
with the greedy algorithm proposed in [27] for different $n$. In Table 3.2 we present
sensor selection times varying the number of sensor selected as a percentages of $n$.
In this experiment we chose $n = 500$. Both the tables 3.1 and 3.2 demonstrate the
Table 3.1: Computational time in seconds for Algorithm 2 and the greedy algorithm based on MMSE presented in [27]. Proposed Algorithm 2 shows a clear improvement in efficiency compared to [27]. 50% of the sensors are selected

<table>
<thead>
<tr>
<th>n</th>
<th>Algo. 2</th>
<th>From [27]</th>
</tr>
</thead>
<tbody>
<tr>
<td>100</td>
<td>0.0280</td>
<td>0.1987</td>
</tr>
<tr>
<td>200</td>
<td>0.1306</td>
<td>1.5602</td>
</tr>
<tr>
<td>300</td>
<td>0.3536</td>
<td>8.9420</td>
</tr>
<tr>
<td>400</td>
<td>0.7804</td>
<td>19.007</td>
</tr>
<tr>
<td>500</td>
<td>1.6225</td>
<td>35.685</td>
</tr>
</tbody>
</table>

<table>
<thead>
<tr>
<th>n</th>
<th>Algo. 2</th>
<th>From [27]</th>
</tr>
</thead>
<tbody>
<tr>
<td>600</td>
<td>3.0091</td>
<td>72.905</td>
</tr>
<tr>
<td>700</td>
<td>5.6881</td>
<td>141.93</td>
</tr>
<tr>
<td>800</td>
<td>10.341</td>
<td>256.48</td>
</tr>
<tr>
<td>900</td>
<td>12.054</td>
<td>409.69</td>
</tr>
<tr>
<td>1000</td>
<td>16.378</td>
<td>605.32</td>
</tr>
</tbody>
</table>

Table 3.2: Computational time in seconds for Algorithm 2 and the greedy algorithm in [27] for different percentages of sensors selected at $n = 500$. Proposed Algorithm 2 has a better performance across all the percentages compared to [27].

<table>
<thead>
<tr>
<th>n</th>
<th>Algo. 2</th>
<th>From [27]</th>
</tr>
</thead>
<tbody>
<tr>
<td>10</td>
<td>0.64830</td>
<td>6.7273</td>
</tr>
<tr>
<td>20</td>
<td>1.1464</td>
<td>13.588</td>
</tr>
<tr>
<td>30</td>
<td>1.6155</td>
<td>20.924</td>
</tr>
<tr>
<td>40</td>
<td>2.0681</td>
<td>27.702</td>
</tr>
<tr>
<td>50</td>
<td>2.5252</td>
<td>34.017</td>
</tr>
</tbody>
</table>

<table>
<thead>
<tr>
<th>n</th>
<th>Algo. 2</th>
<th>From [27]</th>
</tr>
</thead>
<tbody>
<tr>
<td>60</td>
<td>3.0800</td>
<td>40.422</td>
</tr>
<tr>
<td>70</td>
<td>3.4272</td>
<td>46.242</td>
</tr>
<tr>
<td>80</td>
<td>3.8190</td>
<td>51.718</td>
</tr>
<tr>
<td>90</td>
<td>4.1454</td>
<td>56.593</td>
</tr>
</tbody>
</table>

novel greedy sensor selection algorithm based on MMSE criterion has a better time efficiency compared to that of [27].

Tables 3.3 and 3.4 compare the time efficiency of the Algorithm 3 with the greedy algorithm proposed in [29] based on minimizing uncertainty volume of the estimation. Since the greedy algorithm proposed in [29] does not support correlated measurement noise, for this experiment we use iid measurement noise. This experiment shows us the proposed Algorithm 3 for sensor selection based on minimizing uncertainty volume is more efficient compared to the existing method.

### 3.4.2 Mean Square Error Performance

For this experiment we compare the estimation error using different sensor selection methods. From the graph signal processing literature we use the eigenvalue (EV)
Table 3.3: Computational time in seconds for Algorithm 3 and the greedy algorithm in [29] based on minimizing uncertainty volume of the estimation. 50% of the sensors are selected. Proposed Algorithm 3 has a better efficiency compared to the greedy algorithm in [29].

<table>
<thead>
<tr>
<th>n</th>
<th>Algo. 2</th>
<th>From [27]</th>
</tr>
</thead>
<tbody>
<tr>
<td>100</td>
<td>0.0206</td>
<td>0.0313</td>
</tr>
<tr>
<td>200</td>
<td>0.0951</td>
<td>0.3686</td>
</tr>
<tr>
<td>300</td>
<td>0.2751</td>
<td>3.0298</td>
</tr>
<tr>
<td>400</td>
<td>0.5929</td>
<td>6.0599</td>
</tr>
<tr>
<td>500</td>
<td>1.1591</td>
<td>10.579</td>
</tr>
<tr>
<td>n</td>
<td>Algo. 2</td>
<td>From [27]</td>
</tr>
<tr>
<td>600</td>
<td>2.1259</td>
<td>20.292</td>
</tr>
<tr>
<td>700</td>
<td>4.1794</td>
<td>29.571</td>
</tr>
<tr>
<td>800</td>
<td>5.2786</td>
<td>41.404</td>
</tr>
<tr>
<td>900</td>
<td>7.5117</td>
<td>69.956</td>
</tr>
<tr>
<td>1000</td>
<td>12.014</td>
<td>111.82</td>
</tr>
</tbody>
</table>

Table 3.4: Computational time in seconds for Algorithm 3 and the greedy algorithm in [29] for different percentages of sensors selected at n = 500. Proposed Algorithm 3 shows a clear improvement in efficiency compared to [29].

<table>
<thead>
<tr>
<th>n</th>
<th>Algo. 2</th>
<th>From [27]</th>
</tr>
</thead>
<tbody>
<tr>
<td>10</td>
<td>0.4100</td>
<td>2.6784</td>
</tr>
<tr>
<td>20</td>
<td>0.6130</td>
<td>5.1920</td>
</tr>
<tr>
<td>30</td>
<td>0.8128</td>
<td>7.3845</td>
</tr>
<tr>
<td>40</td>
<td>1.0111</td>
<td>9.3165</td>
</tr>
<tr>
<td>50</td>
<td>1.1953</td>
<td>11.023</td>
</tr>
<tr>
<td>n</td>
<td>Algo. 2</td>
<td>From [27]</td>
</tr>
<tr>
<td>60</td>
<td>1.4155</td>
<td>12.423</td>
</tr>
<tr>
<td>70</td>
<td>1.5918</td>
<td>13.556</td>
</tr>
<tr>
<td>80</td>
<td>1.7719</td>
<td>14.423</td>
</tr>
<tr>
<td>90</td>
<td>1.9640</td>
<td>15.076</td>
</tr>
</tbody>
</table>

method proposed in [89] and singular value decomposition (SVD) method [23]. We also used the mutual information (MI) method proposed in [28]. These methods were also used in related work presented in [22]. Since all these method cannot handle correlated measurement noise, for this experiment we consider an iid measurement noise model. Once a set of sensors are selected, the estimate $\hat{x}$ is obtained using the minimum mean square error estimation given by (3.3). For a given covariance matrix, the estimation error was computed across 200 signals and then the results were averages over 10 covariance matrices. Table 3.5 presents the estimation error using Algorithms 2 and 3 compared to other methods. The mean square error based greedy sensor selection criterion has the best performance while the second best performance was given by eigenvalue method given in [89] for all n. Algorithm 3 which selects sensor based on minimizing uncertainty volume of the estimation performs better than the
Table 3.5: Estimation error of the proposed algorithms compared to existing sensor selection methods. MMSE criterion based greedy sensor selection method proposed in Algorithm 2 has the best performance in term of estimation accuracy. Selecting 50% of the nodes.

<table>
<thead>
<tr>
<th>n</th>
<th>100</th>
<th>200</th>
<th>300</th>
<th>400</th>
<th>500</th>
<th>600</th>
</tr>
</thead>
<tbody>
<tr>
<td>Algo. 2</td>
<td>16.251</td>
<td>24.412</td>
<td>30.857</td>
<td>36.980</td>
<td>42.395</td>
<td>47.462</td>
</tr>
<tr>
<td>Algo. 3</td>
<td>16.838</td>
<td>25.711</td>
<td>32.490</td>
<td>38.866</td>
<td>44.209</td>
<td>49.678</td>
</tr>
<tr>
<td>EV</td>
<td>16.374</td>
<td>24.623</td>
<td>31.005</td>
<td>37.252</td>
<td>42.598</td>
<td>47.499</td>
</tr>
<tr>
<td>SVD</td>
<td>17.185</td>
<td>27.112</td>
<td>34.177</td>
<td>41.622</td>
<td>47.572</td>
<td>53.695</td>
</tr>
<tr>
<td>MI</td>
<td>17.473</td>
<td>27.407</td>
<td>34.754</td>
<td>41.385</td>
<td>48.151</td>
<td>54.418</td>
</tr>
</tbody>
</table>

Table 3.6: Time efficiency of the proposed algorithms compared to existing methods. Algorithms 2 and 3 proposed in this paper has the best performance compared to existing sensor selection methods.

<table>
<thead>
<tr>
<th>n</th>
<th>100</th>
<th>200</th>
<th>300</th>
<th>400</th>
<th>500</th>
<th>600</th>
</tr>
</thead>
<tbody>
<tr>
<td>Algo. 2</td>
<td>0.0233</td>
<td>0.1085</td>
<td>0.2922</td>
<td>0.6288</td>
<td>1.2708</td>
<td>2.4136</td>
</tr>
<tr>
<td>Algo. 3</td>
<td><strong>0.0180</strong></td>
<td><strong>0.0793</strong></td>
<td><strong>0.2282</strong></td>
<td><strong>0.4862</strong></td>
<td><strong>1.3419</strong></td>
<td><strong>1.6916</strong></td>
</tr>
<tr>
<td>EV</td>
<td>0.0300</td>
<td>0.2109</td>
<td>0.7458</td>
<td>1.8926</td>
<td>3.9663</td>
<td>7.4403</td>
</tr>
<tr>
<td>SVD</td>
<td>0.4908</td>
<td>6.5421</td>
<td>36.512</td>
<td>181.82</td>
<td>590.15</td>
<td>1335.7</td>
</tr>
<tr>
<td>MI</td>
<td>2.1120</td>
<td>19.848</td>
<td>85.232</td>
<td>279.80</td>
<td>687.53</td>
<td>1518.1</td>
</tr>
</tbody>
</table>

SVD and MI methods. Table 3.6 gives the time taken to select sensors using these methods compared to Algorithms 2 and 3. This experiment clearly shows Algorithms 2 and 3 has the best performance in terms of efficiency compared to all the other methods.
CHAPTER 4

Sensor Selection for Estimating a Probabilistic Graph Signal

This chapter addresses the problem of selecting a subset of nodes in a graph for estimating a probabilistic graph signal when the graph structure is changing over time. A graph signal \( \mathbf{x} \in \mathbb{R}^n \) is defined as a one to one map between vertex \( i \) and signal element \( x_i \in \mathbb{R} \) in \( \mathbf{x} \) [23] where,

\[
\mathbf{x} = [x_1, \ldots, x_i, \ldots, x_n]^T.
\]

\[ (4.1) \]

and \( n = |\mathcal{V}| \). For probabilistic graph signals \( \mathbf{x} \) is assumed to be a random vector. Then the node selection problem is, on which nodes one should measure the signals in order to estimate the graph signal under some error criterion.

4.1 Probabilistic Graph Signal

In this chapter we consider the problem of selecting a subset of nodes to estimate a probabilistic graph signal with minimum mean square error criterion. A probabilistic graph signal can be described in many ways. In this thesis we present two interpretations for a probabilistic graph signal. First interpretation is the smoothness based interpretation and the other is graph based Gaussian Markov random field (GMRF)
interpretation. In the smoothness based interpretation we assume adjacent vertices on the graph have similar signals [87, 88]. This is also known as the smoothness of the graph signal. This similarity can be represented in a quadratic term as,

\[ w_{ij}(x_i - x_j)^2 \]

where \( w_{ij} \geq 0 \) denotes the \( i, j \) element of the weight matrix \( W \). Now we can define the total similarity \( E(x) \) as,

\[
E(x) = \frac{1}{2} \sum_{i=1}^{n} \sum_{j=i+1}^{n} w_{ij}(x_i - x_j)^2. \tag{4.2}
\]

The motivation for a probabilistic graph signal is to assign higher probabilities for signals that have a higher similarities across neighboring vertices. This assignment can be done using an exponential term as,

\[
P(x) \propto \exp\{-E(x)\}. \tag{4.3}
\]

In addition to the graph signal processing, this type of similarity based models are also used in semi-supervised learning [3]. Assuming the graph represents node similarities one can denote the edge weights of the graph using the adjacency matrix \( W \). Then we can define the unnormalized graph Laplacian as,

\[
L = D - W \tag{4.4}
\]

where \( D \) is a diagonal matrix with \( i^{th} \) diagonal element \( d_i \) given by,

\[
d_i = \sum_j w_{ij}. \tag{4.5}\]

Then the energy term in (4.2) can be written as,

\[
E(x) = \frac{1}{2} x^T L x. \tag{4.6}\]

Based on this representation the probability assignment in (4.3) becomes a degenerate multivariate Gaussian distribution [60].
4.1.1 Gaussian Markov Random Field Interpretation

Another interpretation of a probabilistic graph signal is the graph based Gaussian Markov random field interpretation. A zero mean random vector $\mathbf{x}$ is called a GMRF with respect to a graph $\mathcal{G}(\mathcal{V}, \mathcal{E})$ if the probability density function is defined as [24,93],

$$p(\mathbf{x}) = (2\pi)^{-\frac{n}{2}}|Q|^\frac{1}{2} \exp\left(-\frac{1}{2} \mathbf{x}^T Q \mathbf{x}\right)$$ (4.7)

where $Q_{i,j} = 0 \Leftrightarrow \{i, j\} \notin \mathcal{E}$. One can prove that the absence of the edge $\{i, j\}$ indicates that the random variable $x_i$ is independent of $x_j$ conditioned on all the other variables in $\mathbf{x}$, Theorem 2.2 [24]. Therefore the graph $\mathcal{G}(\mathcal{V}, \mathcal{E})$ defines the conditional independencies of the GMRF. $Q$ is the precision matrix or the inverse of the covariance matrix. In many applications the Laplacian $L$ is considered as the precision matrix. A simple example of this kind of a model is the one dimensional random walk with Gaussian steps [24]. This is defined as,

$$x_{i+1} = x_i + \epsilon$$ (4.8)

where,

$$\epsilon \sim \mathcal{N}(0, \sigma^2)$$ (4.9)

for $i = 1, \ldots, n$. Noting that the conditional distribution $p(x_{i+1}|x_i)$ is Gaussian with mean $x_i$ and variance $\sigma^2$ the joint distribution of $\mathbf{x} = [x_1, \ldots, x_n]^T$ can be represented as,

$$p(\mathbf{x}) = p(x_n|x_{n-1})p(x_{n-1}|x_{n-2}) \ldots p(x_2|x_1) \propto \exp\left(-\frac{1}{2} \mathbf{x}^T L \mathbf{x}\right)$$ (4.10)
where
\[
L = \sigma^2 \begin{bmatrix}
1 & -1 \\
-1 & 2 & -1 \\
-1 & 2 & -1 \\
& & \ddots & \ddots \\
-1 & 2 & -1 \\
-1 & 2 & -1 \\
& & & & 1
\end{bmatrix}.
\tag{4.11}
\]

Here this $L$ is the Laplacian of the Graph generated by the chain $x_1 - x_2 - \ldots - x_{n-1} - x_n$ with edge weights $\sigma^2$. Since the Laplacian $L$ is a positive semi definite matrix this type of a GMRF is known as an intrinsic GMRF [24]. Similar models were also developed in image processing based on pixel neighborhood for classification of texture in the images [94,95].

To avoid the singularity problem in this work a connected graph is considered with a precision matrix
\[
Q = L + \delta I
\tag{4.12}
\]
where $\delta > 0$ and $I$ is the identity matrix. This is the same model used in related probabilistic graph signal processing literature [22,87].

### 4.2 Sensor Selection for A Time Varying Graph

Sensor selection or node selection for this type of a probabilistic graph signal under linear Gaussian assumptions can be done efficiently based on the algorithms presented in Chapter 3. In this chapter we assume a probabilistic graph signal model
as explained previously where the graph signal \( x \) has a covariance,

\[
P = (L + \delta I)^{-1}
\]  

(4.13)

and \( L \) is the unnormalized Laplacian of \( G \). We also assume that the measurement noise has an iid noise distribution, i.e., \( R = \sigma^2 I \). Under these assumptions \( S = P \) and \( a = \sigma^2 \) satisfies equation (3.6). Then (3.9) simplifies to,

\[
P_w = \left( P^{-1} + \frac{1}{\sigma^2} \text{diag}(w) \right)^{-1}.
\]  

(4.14)

Then the sensor selection problem for a probabilistic graph signal will be,

**Problem 1.**

\[
\begin{align*}
\text{minimize} & \quad \text{Tr} \left( \left( P^{-1} + \frac{1}{\sigma^2} \text{diag}(w) \right)^{-1} \right) \\
\text{subject to} & \quad w \in \{0, 1\}^n, w^T \mathbf{1} = m.
\end{align*}
\]  

(4.15)

where \( m \) is the number of nodes selected.

Noting \( P_s = I, Q_k = S_k^{-1} \) and based on (3.14), the greedy solution for this problem will be,

\[
\begin{align*}
\text{argmax}_{j \in \mathcal{V} \setminus \mathcal{S}_t} \frac{e_j^T S_k^{-2} e_j}{\sigma^2 + e_j^T S_k^{-1} e_j} = \text{argmax}_{j \in \mathcal{V} \setminus \mathcal{S}_k} \frac{s_{k,j}^T s_{k,j}}{\sigma^2 + s_{k,j}^2}.
\end{align*}
\]  

(4.16)

with the recursion in (3.15) initialized as \( S_0^{-1} = P \).

Now we will show that the Algorithm 2 can be extended for efficient graph signal sampling in a time varying graph. Specifically we consider two settings. First we consider the problem how to select nodes efficiently when a single edge changed at each time step. Then we consider the problem of how to select sensors when a new random variable is introduces or removed from the multivariate Gaussian. We assume an initial graph \( G = (V, E) \) where \( V \) is the set of \( n \) vertices and \( E \) is the set of initial edges. \( G \) is assumed to be undirected while the edges can be weighted or unweighted.
4.3 Sensor Selection with Time Varying Edges

In this section we consider the problem of selecting sensors/sampling vertices of a time-varying probabilistic graph signal [87, 88] in which the number of vertices is fixed, but edges can be added or deleted, and edge weights can be changed. While our previous algorithms already apply to the static graph case and demonstrate better performance in terms of both complexity and MMSE than current graph sampling methods such as those based on graph signal processing, we now turn to the more important time-varying case. In particular, we build upon our previous work to design an algorithm suitable for the time-varying case of Laplacian edge weight changes, additions, or deletions, in which one can efficiently update the set of nodes/vertices to be sampled instead of re-running the same algorithm. First, we re-write our previous greedy selection method for the graph signal, which is a special case of the linear measurement model. Then we show how these computations can be updated for the case of graph Laplacian changes.

To proceed, let \( G = \{ \mathcal{V}, \mathcal{E} \} \) be an undirected graph with vertex set \( \mathcal{V} \) and edge set \( \mathcal{E} \). A probabilistic graph signal \( \mathbf{x} \) can be viewed as a graph-based Gaussian Markov Random Field [24] where the precision matrix \( Q \) has the property \( Q_{j,i} = Q_{i,j} \neq 0 \Leftrightarrow \{i, j\} \in \mathcal{E} \). In the graph signal processing literature [22,87] if \( P \) denotes the covariance matrix of the graph signal \( \mathbf{x} \), then the precision matrix \( Q \) is defined using the graph Laplacian \( L \) as,

\[
Q = P^{-1} = L + \delta I. \tag{4.17}
\]

In this work, we assume a time-varying graph \( G_t \) where the set of vertices is fixed over time while a single edge is changed at each discrete-time step. Then, at each time step \( t \) we need to select sensors/vertices to estimate the time varying graph signal \( \mathbf{x}_t \).
from noisy measurements $y_t$ given by,

$$y_t = x_t + n_t, \quad t = 0, \ldots, T$$  \hspace{1cm} (4.18)

where $x_t$ has a Gaussian distribution with zero mean and covariance,

$$P_t = (L_t + \delta I_n)^{-1}$$  \hspace{1cm} (4.19)

in which $L_t$ denotes the Laplacian corresponding to the graph $G_t$ at time $t$. In this graph node selection case, we assume $n_t$ has covariance $\sigma^2 I$, and an identity measurement matrix. With these assumption for the time varying case $d = n$.

In a time-varying setting, a single edge change can be one of 3 items: addition, deletion, or change of edge weight between two vertices. It is straightforward to map these changes to corresponding changes in the graph Laplacian. We denote the sequence of graph Laplacians corresponding to these time-varying graphs as $L_1, L_2, \ldots, L_t, \ldots$. Assuming a single edge change at each discrete-time instance, we relate consecutive graph Laplacians at times $t − 1$ and $t$ as

$$L_t = L_{t-1} + b_t v_t v_t^T$$  \hspace{1cm} (4.20)

where $b = \{-1, 1\}$ and $v_t \in \mathcal{R}^n$ is defined by

$$v_t^T = \begin{bmatrix} 0 & \ldots & 0 & -\sqrt{\epsilon} & 0 & \ldots & 0 & \sqrt{\epsilon} & 0 & \ldots \end{bmatrix}$$  \hspace{1cm} (4.21)

The vector $v_t$ is a sparse vector with entry $i$ given by $-\sqrt{\epsilon}$ and entry $j$ given by $\sqrt{\epsilon}$, meaning that the connection between nodes $i$ and $j$ are changing. If $b = 1$, then the graph Laplacian $(i, j)$ and $(j, i)$ entries are increasing by the amount $\epsilon > 0$. If the previous $(i, j)$ and $(j, i)$ entries of $L_{t-1}$ were zero, then this corresponds to an edge addition, otherwise this is an increase in the Laplacian. Then if $b = -1$, this change
corresponds to either a decrease in the graph Laplacian entry, or deletion altogether.

For an unweighted graph $\epsilon = 1$.

Using (4.19) and (4.20) the covariance matrices for two time steps are related as,

$$P_t^{-1} = P_{t-1}^{-1} + bv_tv_t^T, \quad t = 1 \ldots T. \quad (4.22)$$

Then, let us rewrite (4.14) for time step $t$ as,

$$P_{w,t} = \left( P_t^{-1} + \frac{1}{\sigma^2} \text{diag}(w_t) \right)^{-1}$$

where $w_t$ represents the selected sensors for time $t$. We can make sensor selection efficient when an edge is modified by reusing the values that were computed for the greedy optimization during the previous time step.

Let $\pi_t(k)$ and $S_{k,t}$ be the sensor selected at $k^{th}$ iteration and $S_k$ matrix in Algorithm 2 for the Graph corresponding to $L_t$. Then we can rewrite (4.16) for the $k + 1$ greedy iteration at time $t$ as,

$$\pi_t(k + 1) = \arg\max_{j \in V \setminus S_{k,t}} \frac{s_{k,t,j}^T s_{k,t,j}}{\sigma^2 + s_{k,t,j}}$$

where $s_{k,t,j}$ and $s_{k,t,j}$ are the $j^{th}$ column and $j^{th}$ diagonal entry of the matrix $S_{k,t}^{-1}$. From (3.12) the initial condition for $S_{k,t}^{-1}$ will be $S_{0,t}^{-1} = S = P_t$ for time $t$. Note that the maximization in (4.24) requires only the norms of the columns of the matrix $S_{k,t}^{-1}$ and the diagonal elements of $S_{k,t}^{-1}$. Due to the symmetry of the matrix $S_{k,t}^{-1}$, the diagonal of $S_{k,t}^{-2}$ will contain these norms required for (4.24). Therefore the main idea of the sensor selection algorithm for the time varying case is to update the diagonals of $S_{k,t}^{-1}$ and $S_{k,t}^{-2}$ using previous time step’s information without doing explicit matrix computations. The next two sections explain how we can update these diagonals efficiently based on the computations from the previous time step and thereby how to reduce the complexity of sensor selection for time varying graphs. In the following
derivations we assume that the sensors selected at the each greedy iteration up to the $k^{th}$ iteration are equal for the times $t - 1$ and $t$, i.e. $\pi_t(l) = \pi_{t-1}(l)$ for $l = 1, 2, \ldots, k$.

4.3.1 Updating the diagonal of $S^{-1}_{k,t}$

Since the sensors selected at each greedy iteration up to the $k^{th}$ iteration for both the times $t$ and $t - 1$ are equal, using (3.12) for time $t$ we can relate $S_{k,t}$ and $S_{k,t-1}$ as,

$$S_{k,t} = P_t^{-1} + \frac{1}{\sigma^2} \sum_{i \in S_{k,t}} e_i e_i^T = P_{t-1}^{-1} + b v_t v_t^T + \frac{1}{\sigma^2} \sum_{i \in S_{k,t}} e_i e_i^T$$

$$= S_{k,t-1} + b v_t v_t^T$$  \hspace{1cm} (4.25)

where we have used (4.22) to substitute for $P_t^{-1}$. Note that $S = P_t$ for the time varying case. Using the Sherman-Morisson formula [96] we can invert the equation (4.25) to obtain

$$S^{-1}_{k,t} = S_{k,t-1}^{-1} - b_t \frac{S_{k,t-1}^{-1} v_t v_t^T S_{k,t-1}^{-1}}{1 + b_t v_t^T S_{k,t-1}^{-1} v_t}$$

$$= S_{k,t-1}^{-1} - b_t \frac{\psi_{k,t} \psi_{k,t}^T}{1 + b_t v_{k,t}}$$  \hspace{1cm} (4.26)

where,

$$\psi_{k,t} = S_{k,t-1}^{-1} v_t, \quad v_{k,t} = v_t^T \psi_{k,t}.$$  \hspace{1cm} (4.27)

We can initialize $\psi_{k,t}$ with $\psi_{0,t} = S_{0,t-1}^{-1} v_t = P_{t-1}^{-1} v_t$ and $v_{k,t}$ with $v_{0,t} = v_t^T \psi_{0,t}$. Then, if we compute $\psi_{k,t}$ and $v_{k,t}$ in linear time we can update the diagonal of $S^{-1}_{k,t}$ in linear time using the diagonal of $S^{-1}_{k,t-1}$. In order to compute the vector $\psi_{k,t}$ efficiently we can use the relationship of $S_{k,t}$ between two greedy iterations. Specifically, again using (3.12) we can write,

$$S_{k,t} = P_t^{-1} + \frac{1}{\sigma^2} \sum_{i \in S_{k,t}} e_i e_i^T = S_{k-1,t} + \frac{1}{\sigma^2} e_{\pi_t(k)} e_{\pi_t(k)}^T$$  \hspace{1cm} (4.28)
for $t = 1 \ldots T$ and $S_{0,t} = P_t^{-1}$. We can invert (4.28) to get,

$$S_{k,t}^{-1} = S_{k-1,t}^{-1} - \frac{s_{k-1,t,\pi_t(k)} s_{k-1,t,\pi_t(k)}^T}{\sigma^2 + s_{k-1,t,\pi_t(k)}}. \tag{4.29}$$

where $s_{k-1,t,\pi_t(k)}$ and $s_{k-1,t,\pi_t(k)}$ are the $\pi_t(k)$ column and $\pi_t(k)$ diagonal element of the matrix $S_{k-1,t}^{-1}$. Note that due to our assumption $\pi_t(k) = \pi_{t-1}(k)$, multiplying the equation (4.29) written for the $t-1$ time step with $v_t$ we can obtain an update form for $\psi_{k,t}$ as,

$$\psi_{k,t} = \psi_{k-1,t} - \frac{\psi_{k-1,t,\pi_t(k)} s_{k-1,t-1,\pi_t(k)}}{\sigma^2 + s_{k-1,t-1,\pi_t(k)}} s_{k-1,t-1,\pi_t(k)} \tag{4.30}$$

where $\psi_{k-1,t,\pi_t(k)}$ is the $\pi_t(k)$ element of the vector $\psi_{k-1,t}$. If we save the vector $s_{k-1,t,\pi_t(k)}$ for the previous time step, then we can update $\psi_{k,t}$ in linear time across greedy iterations for time $t$. Using a simplified notation to denote $\text{diag}(S_{k-1,t}^{-1})$ as $\Lambda_{k,t}$ which is the $k$th column of the matrix $\Lambda_{t}$ and considering the diagonal elements of (4.26) we can recursively update $\Lambda_{k,t}$ as,

$$\Lambda_{k,t} = \Lambda_{k,t-1} - b_t \frac{\psi_{k-1,t} \odot \psi_{k-1,t}}{1 + b_t v_{k-1,t}} \tag{4.31}$$

Now, using the diagonal elements and the $\pi_t(k)$ column of the matrix $S_{k-1,t-1}^{-1}$, first we can update $\psi_{k-1,t}$ from (4.30) and then update the current diagonal of $S_{k,t}^{-1}$ using (4.31).

### 4.3.2 Updating the diagonal of $S_{k,t}^{-2}$

Now let us consider how to update the norms of the columns of $S_{k,t}^{-1}$ which are the diagonal of $S_{k,t}^{-2}$. Squaring (4.26) we can write,

$$S_{k,t}^{-2} = S_{k,t-1}^{-2} - b_t \frac{\eta_{k,t} \psi_{k,t}^T}{1 + b_t v_{k,t-1}} - b_t \frac{\psi_{k,t} \eta_{k,t}^T}{1 + b_t v_{k,t}} + b_t^2 w_{k,t} \frac{\psi_{k,t} \psi_{k,t}^T}{(1 + b_t v_{k,t})^2} \tag{4.32}$$
where,
\[\eta_{k,t} = S_{k,t-1}^{-2} v_t, \quad w_{k,t} = v_t^T \eta_{k,t}.\] (4.33)

We can initialize \(\eta_{0,t}\) with \(\eta_{0,t} = S_{0,t-1}^{-1} \psi_{0,t} = P_{t-1} \psi_{0,t}\) and \(w_{0,t}\) with \(w_{0,t} = v_t^T \eta_{0,t}\).

Defining \(\omega_{k,t}\) as the diagonal of \(S_{k,t-1}^{-2}\) matrix based on this equation, if we save the diagonal of \(S_{k,t-1}^{-2}\) matrix we can initialize \(\eta_{s,t}\) to update this vector from efficiently calculated. Since this product contains \(s_{k,t-1}\) and noting that \(b_t^2 = 1\) one can write a recursion on \(\omega_{k,t}\) based on (4.32) as,
\[\omega_{k,t} = \omega_{k,t-1} - \frac{2b_t}{1 + b_t v_{k-1,t}} \psi_{k-1,t} \odot \eta_{k-1,t} \]
\[+ \frac{w_{k-1,t}}{(1 + b_t v_{k,t})^2} \psi_{k-1,t} \odot \psi_{k-1,t}\] (4.34)
where \(\odot\) denotes the Hadamard product. Defining \(\omega_{k,t}\) as the \(k^{th}\) column of the matrix \(\Omega_t\) and using (4.34) we can write,
\[\Omega_{k,t} = \Omega_{k,t-1} - \frac{2b_t}{1 + b_t v_{k-1,t}} \psi_{k-1,t} \odot \eta_{k-1,t} + \frac{w_{k-1,t}}{(1 + b_t v_{k-1,t})^2} \psi_{k-1,t} \odot \psi_{k-1,t}.\] (4.35)

Based on this equation, if we save the diagonal of \(S_{k,t-1}^{-2}\) from the previous time step, in order to update the diagonal of \(S_{k,t}^{-2}\) efficiently we need a linear time update for the vector \(\eta_{k,t}\). For this first we square (4.29) and then post multiply by \(v_t\) to get,
\[\eta_{k,t} = S_{k,t-1}^{-2} v_t = \eta_{k-1,t} - \frac{\psi_{k-1,t,\pi_t(k)}}{\sigma^2 + s_{k-1,t-1,\pi_t(k)}} S_{k-1,t-1,\pi(k)} \]
\[+ \left[ \frac{\omega_{k-1,t-1,\pi_t(k)} \psi_{k-1,t,\pi_t(k)}}{(\sigma^2 + s_{k-1,t-1,\pi_t(k)})^2} - \frac{\eta_{k-1,t,\pi_t(k)}}{\sigma^2 + s_{k-1,t-1,\pi_t(k)}} \right] s_{k-1,t-1,\pi_t(k)}.\] (4.36)

This equation brings up an additional vector \(S_{k,t-1}^{-1} s_{k-1,t,\pi_t(k)}\) that needs to be efficiently calculated. Since this product contains \(s_{k-1,t,\pi_t(k)}\) first we propose a method to update this vector from \(s_{k-1,t-1,\pi_{t-1}(k)}\) which is already needed due to (4.30). Since \(\pi_t(k) = \pi_{t-1}(k)\) by our assumption, selecting the \(\pi_t(k)\) column of the equation (4.26) for \(k - 1\) step we get,
\[s_{k-1,t,\pi_t(k)} = s_{k-1,t-1,\pi_{t-1}(k)} - \frac{b_t \psi_{k-1,t,\pi_t(k)}}{1 + b_t v_{k-1,t}} \psi_{k-1,t}.\] (4.37)
Denoting the $k^{th}$ column of the matrix $\Gamma_t$, $\Gamma_{k,t}$ as the $s_{k-1,t,\pi_t(k)}$ vector we can fill in the columns using the recursion,

$$\Gamma_{k,t} = \Gamma_{k,t-1} - \frac{b_t \psi_{k-1,t,\pi_t(k)}}{1 + b_t v_{k-1,t}} \psi_{k-1,t}. \quad (4.38)$$

For simplicity let the column $\Pi_{k,t}$ denote the vector $S_{k-1,t-1}^{-1} s_{k-1,t,\pi_t(k)}$. Then multiplying equation (4.26) written for the $k-1$ greedy iteration with $s_{k-1,t,\pi_t(k)}$ yields,

$$\Pi_{k,t} = S_{k-1,t-1}^{-1} s_{k-1,t,\pi_t(k)} - \frac{b_t s_{k-1,t,\pi_t(k)}^T \psi_{k-1,t}}{1 + b_t v_{k-1,t}} \psi_{k-1,t}. \quad (4.39)$$

Since we already know $s_{k-1,t,\pi_t(k)}$ from (4.37) we can compute the second term in (4.39) by performing the inner product between $s_{k-1,t,\pi_t(k)}$ and $\psi_{k-1,t}$. While we can do an explicit matrix multiplication to compute the remaining first term in (4.39) it takes $O(n^2)$ time which makes the algorithm inefficient. Additionally we would also required to save an entire matrix $S_{k-1,t-1}^{-1}$ from the previous time step which will be memory inefficient. Therefore we substitute for $s_{k-1,t,\pi_t(k)}$ from (4.37) to write the first term of (4.39) as,

$$S_{k-1,t-1}^{-1} s_{k-1,t,\pi_t(k)} = S_{k-1,t-1}^{-1} s_{k-1,t-1,\pi_{t-1}(k)} - \frac{b_t s_{k-1,t-1,\pi_{t-1}(k)}^T \psi_{k-1,t}}{1 + b_t v_{k-1,t}} \psi_{k-1,t}.$$

One can combine (4.39) and (4.40) to obtain a complete update for $\Pi_{k,t}$ as,

$$\Pi_{k,t} = \Pi_{k,t-1} - \frac{b_t \psi_{k-1,t,\pi_t(k)}}{1 + b_t v_{k-1,t}} \eta_{k-1,t} - \frac{b_t \psi_{k-1,t,\pi_t(k)}^T s_{k-1,t,\pi_t(k)}}{1 + b_t v_{k-1,t}} \psi_{k-1,t}. \quad (4.41)$$

where we make use of the saved information in $\Pi_{k,t-1}$ from previous time step to update $\Pi_{k,t}$. Note that at the $k^{th}$ iteration we have already computed the vectors $\eta_{k-1,t}$ and $\psi_{k-1,t}$. Having computed $\Pi_{k,t}$ now we can go back to (4.36) to efficiently
update $\eta_{k,t}$ as,

$$
\eta_{k,t} = \eta_{k-1,t} - \frac{\psi_{k-1,t,\pi_t(k)}}{\sigma^2 + s_{k-1,\pi_t(k)}} \Pi_{k,t} + \left[ \frac{\omega_{k-1,t,\pi_t(k)} \psi_{k-1,t,\pi_t(k)}}{\left(\sigma^2 + s_{k-1,t,\pi_t(k)}\right)^2} - \frac{\eta_{k-1,t,\pi_t(k)}}{\sigma^2 + s_{k-1,t,\pi_t(k)}} \right] \Gamma_{k,t}.
$$

(4.42)

Since this is a linear combination of three vectors, now we can update $\eta_{k,t}$ in linear time across each greedy iteration for time $t$. Then using $\eta_{k,t}$ and (4.34) we can also update the diagonal of $S_{k,t}^{-2}$ in linear time. Finally we can rewrite the optimization given in (4.24) by using the new variables $\psi_{k,t}, \omega_{k,t}$ and $v_{k,t}$. First, using (4.26) we can write the $j^{th}$ diagonal element of $S_{k,t}^{-1}$ as,

$$
s_{k,t,j} = s_{k,t-1,j} - \frac{b_t}{1 + b_t v_{k,t}} \psi_{k,t,j}^2.
$$

(4.43)

Now using (4.34) and (4.43) we can rewrite the maximization in (4.24) as,

$$
\pi_t(k + 1) = \arg\max_{j \in \mathcal{V} \setminus S_{k,t}} \frac{\omega_{k,t,j}}{(\sigma^2 + s_{k,t-1,j})(1 + b_t v_{k,t}) - b_t \psi_{k,t,j}^2}.
$$

(4.44)

This expression along with the information in the matrices $\Lambda, \Pi, \Omega, \Gamma$ and the variables $\psi, \eta, w, v$ can be used to efficiently select sensors when an edge is modified in the current graph.

While we can update the required computations using the above equations, at the very first time step, i.e. $t = 0$ since there is no prior information, all these matrices need to be computed from scratch while identifying initial set of sensors for $t = 0$. This procedure, SelectionG0 is given in Algorithm 4. At $t = 0$ we call this algorithm with $\tau = 1, S_0^{-1} = P_0$ and $S_{\tau-1} = \emptyset$. At this point all the other input matrices to SelectionG0 will be empty and the algorithm will explicitly compute all the columns for the matrices $\Gamma_0, \Pi_0, \Omega_0$ and $\Lambda_0$. For the subsequent times, $t > 0$ we can call Algorithm 5 to select sensors efficiently based on the previous time
step’s computations. Algorithm 5 summarizes the previously derived efficient update forms of the variables that is required to perform the greedy optimization in a time varying setting. Note that indices of all the matrices and vectors in Algorithms 4 and 5 starts from 1. At line 2 the algorithm initializes the variables $\psi,n,w$ and $v$. In line 3 Algorithm 5 updates the new covariance matrix $P_t = S_{0,t}^{-1}$. In the following for loop Algorithm 5 does the maximization given in (4.44) and updates the matrices $\Lambda,\Pi,\Omega,\Gamma$ as well as the other required variables. The matrices $\Lambda,\Pi,\Omega,\Gamma$ has the dimensions $n \times m$. Furthermore, the above update forms derived using the assumption $\pi_t(l) = \pi_{t-1}(l)$ for $l = 1, \ldots, k$, whenever this condition is violated a fresh maximization has to be started using the matrix $S_{k-1,t}$. This is done in the if block starting at line 8 in Algorithm 5. In this case we need to explicitly compute new columns of the matrices $\Gamma_t\Pi_t, \Omega_t$ and $\Lambda_t$ from $k$ column onwards. This functionality is also included in the Algorithm 4 where at this step we call $\text{SelectionG0}$ using $\tau = k$ and $S_{\tau-1}^{-1} = S_{k-1,t}^{-1}$ and $S_\tau^{-1} = S_{k-1,t}$. In Algorithm 4, $\tau$ denotes the next iteration number of the greedy sensor selection algorithm. Total number of sensors to be selected is $m$.

**Algorithm 4** Sampling for $\mathcal{G}$ while saving computations

1: **procedure** $\text{SelectionG0}(S_{\tau-1}^{-1}, \Omega, \Pi, \Lambda, \tau, m, \sigma^2)$
2: \hspace{1em} for $k = \tau$ to $n$ do
3: \hspace{2em} for $j$ in $\mathcal{V} \setminus \mathcal{S}_r$ do
4: \hspace{3em} $\omega_{k-1,j} = |s_{k-1,j}|^2$
5: \hspace{3em} $\pi(k) \leftarrow \arg\max_{j \in \mathcal{V} \setminus \mathcal{S}_{k-1}} \frac{\omega_{k-1,j}}{\sigma^2 + s_{k-1,j}}$
6: \hspace{2em} $\Omega[:,k] \leftarrow \omega_{k-1}$
7: \hspace{2em} $\Pi[:,k-1] \leftarrow S_{k-1}^{-1}s_{k-1,\pi(k)}$
8: \hspace{2em} $\Lambda[:,k] \leftarrow \text{diag}(S_{k-1}^{-1})$
9: \hspace{2em} $\Lambda[:,k] \leftarrow \text{diag}(S_{k-1}^{-1})$
10: \hspace{2em} $\mathcal{S}_k \leftarrow S_{k-1} \cup \{\pi(k)\}$
11: \hspace{2em} Update $S_k^{-1}$ from (3.15) with $a = \sigma^2$
12: **return** $\Omega, \Pi, \Lambda, \mathcal{S}_m$
If we assume the condition $\pi_t(k) = \pi_{t-1}(k)$ is satisfied for all $k$, all the operations within the for loop in Algorithm 5 takes only $O(n)$ time. This is because the maximization in in line 7 involves finding the maximum of $O(n)$ scalars and the rest of the computations are updating vectors with $n$ elements and computing dot products of vectors with $n$ elements. Therefore running the for loop for all the $m = O(n)$ iterations takes $O(n^2)$ time. During the initialization of Algorithm 5 lines 2 and 3 also takes $O(n^2)$ time. This gives an overall time complexity of $O(n^2)$ for Algorithm 5 in the best case when running for a single time step. In the worst case, when $\pi_t(1) \neq \pi_{t-1}(1)$ the procedure SelectionG0 will be called with $\tau = 1$ which has a complexity of $O(n^3)$. The memory complexity of both the algorithms 4 and 5 are still $O(n^2)$ despite the improvement in terms of time complexity. This is because the proposed method in this paper requires only a constant number of $n \times m$ matrices to save the computations from the previous time step to efficiently update the variables required for the current time step.

4.4 Adding or Removing a Node From the Graph

Now let us consider the problem how to update the sensor set when a new node is introduced to the graph. The modified graph Laplacian $\hat{L}$ after inserting a new node to an original graph with $n$ nodes and a Laplacian $L$ can be denoted as,

$$
\hat{L}_t = \begin{bmatrix}
L_{t-1} + \text{diag}(u) & -u_t \\
-u_t^T & u^T 1
\end{bmatrix}
$$

(4.45)
Algorithm 5 Sensor selection for time varying graphs for a single time step $t$

1: procedure $\text{SELECTION}TV(t,v_t,b_t,S_{0,t-1}^{-1},\Omega_{t-1},\Pi_{t-1},\Lambda_{t-1},m,S_{m,t-1},\sigma^2)$
2: \hspace{1em} Compute $\psi_{0,t},v_0,t,\eta_{0,t},w_{0,t}$ using (4.27) and (4.32)
3: \hspace{1em} $S_{0,t}^{-1} = S_{0,t-1}^{-1} - b_t \Psi_{0,t}^T$ \hspace{1em} $\rightarrow$
4: \hspace{1em} $S_{0,t} = \emptyset$
5: \hspace{1em} for $k = 1$ to $n$ do
6: \hspace{2em} $\omega_k \leftarrow \Omega_{t-1}[;k] - \frac{2b_t\psi_{k-1,t} \odot \eta_{k-1,t}}{1 + b_t v_{k-1,t}} + \frac{w_0 \psi_{k-1,t} \odot \psi_{k-1,t}}{(1 + b_t v_{k-1,t})^2}$
7: \hspace{2em} $\pi_t(k) \leftarrow \text{argmax}_{j \in \mathcal{V}\setminus S_{k-1,t}} \left((\sigma^2 + \Lambda_{t-1}[j,k])(1 + b_t v_{k-1,t}) - b_t \psi_{k-1,t,j}^2\right)$
8: \hspace{2em} if $\pi_t(k) \neq \pi_{t-1}(k)$ then
9: \hspace{3em} $D = I_n \times \eta$ \hspace{3em}
10: \hspace{3em} for $\kappa = 1$ to $k - 1$ do
11: \hspace{4em} $D[\pi_t(\kappa),\pi_t(\kappa)] = 1$
12: \hspace{2em} $S_{k-1,t}^{-1} = (S_{0,t-1}^{-1} + D + b_t \psi_t \psi_t^T)^{-1}$
13: \hspace{2em} $[\Omega_t,\Pi_t,\Gamma_t,\Lambda_t,S_{m,t}] = \text{SelectionG0}(S_{k-1,t}^{-1},\Omega_t,\Pi_t,\Gamma_t,\Lambda_t,k,m,S_{k-1,t},\sigma^2)$
14: \hspace{2em} break
15: \hspace{2em} $d \leftarrow \Gamma_{t-1}[\pi_t(k),k]$ \hspace{2em}
16: \hspace{2em} $\Omega_t[;k] \leftarrow \omega_k$
17: \hspace{2em} $\psi_{k,t} \leftarrow \psi_{k-1,t} - \frac{\psi_{k-1,t,\pi_t(k)} \Gamma_{t-1}[;k]}{\sigma^2 + d}$
18: \hspace{2em} $\Gamma_t[;k] \leftarrow \Gamma_{t-1}[;k] - \frac{b_t \psi_{k-1,t,\pi_t(k)}}{1 + b_t v_{k-1,t}} \psi_{k-1,t}$
19: \hspace{2em} $\Pi_t[;k] \leftarrow \Pi_{t-1}[;k] - \frac{b_t \psi_{k-1,t,\pi_t(k)}}{1 + b_t v_{k-1,t}} \psi_{k-1,t}$\hspace{4em}$\eta_{k-1,t} - \frac{b_t \eta_{k-1,t,\pi_t(k)}}{1 + b_t v_{k-1,t}} \psi_{k-1,t}$
20: \hspace{2em} $\Lambda_t[;k] \leftarrow \Lambda_{t-1}[;k] - \frac{b_t \psi_{k-1,t,\pi_t(k)}}{1 + b_t v_{k-1,t}} \psi_{k-1,t}$
21: \hspace{2em} $\eta_{k,t} \leftarrow \eta_{k-1,t} - \frac{\psi_{k-1,t,\pi_t(k)}}{\sigma^2 + d} \Pi_t[;k] + \left[\omega_{k-1,t,\pi_t(k)} \psi_{k-1,t,\pi_t(k)} - \frac{\eta_{k-1,t,\pi_t(k)}}{\sigma^2 + d}\right] \Gamma_t[;k]$
22: $v_{k,t} \leftarrow v_t^{T}\psi_{k,t}$
23: $w_{k,t} \leftarrow v_t^{T}\eta_{k,t}$
24: $S_{k,t} \leftarrow S_{k-1,t} \cup \{\pi_t(k)\}$
25: return $\Omega_t,\Pi_t,\Gamma_t,\Lambda_t,S_{0,t}^{-1},S_{m,t}$
where \( \mathbf{u} \in \mathbb{R}^n \) contains the edge information of the new node. Then, we can write the inverse of the new covariance matrix \( P_t \) as,

\[
\begin{align*}
P_t^{-1} & = L_t + \delta I_{n+1} \\
& = \begin{bmatrix}
L_{t-1} + \text{diag}(\mathbf{u}_t) + \delta I_n & -\mathbf{u}_t \\
-\mathbf{u}_t^T & \mathbf{u}_t^T \mathbf{1} + \delta
\end{bmatrix} \quad (4.46) \\
& = \begin{bmatrix}
P_{t-1}^{-1} + \text{diag}(\mathbf{u}_t) & -\mathbf{u}_t \\
-\mathbf{u}_t & \mathbf{u}_t^T \mathbf{1} + \delta
\end{bmatrix} \quad (4.47)
\end{align*}
\]

Note that for the first sensor selection iteration, based on (4.16) we need the information in \( S_{0,t}^{-1} = P_t \). Therefore we need to consider the inverse of (4.47). Due to the presence of the diagonal term in (4.47), for a dense vector \( \mathbf{u}_t \), efficiently updating this inverse is difficult. However we can consider a scenario where the new incoming node will be connected to single node \( j(t) \) in the existing node set. Then we can write \( \mathbf{u}_t = w_t \mathbf{e}_j \) where \( \mathbf{e}_j \) is the standard basis vector for \( j = 1, \ldots, n \) and \( w_t \) is the weight of the new edge. With this simplification we can write (4.47) as,

\[
P_t^{-1} = \begin{bmatrix}
L_{t-1} + \delta I_n + w_t \mathbf{e}_{j(t)} \mathbf{e}_{j(t)}^T & -w_t \mathbf{e}_{j(t)} \\
-w_t \mathbf{e}_{j(t)} & w_t + \delta
\end{bmatrix} \quad (4.48)
\]

Now using (4.28) and the fact \( P_t^{-1} = L_t + \delta I_n \) we can write,
One can derive update equations based on this relationship similar to the previous section assuming the sensors selected up to the current greedy iteration are the same as the previous time step. However, preliminary simulations demonstrated that when a new node is added the new sensor set changes significantly compared to the sensor set of previous time step. Furthermore, if $u_t$ is a dense vector, one can use Algorithm 4 assuming the new node is connected with a single edge and the rest of the edges in $u_t$ can be added using the proposed time varying algorithm, Algorithm 5.

Given these limitations, we reformulated the problem of adding or removing nodes, as a problem where we add or remove a new random variable to an existing multivariate Gaussian. Then the question is, what should be the new set of sensors in order to estimate this new multivariate Gaussian. Using subscript $t$ to index time, the new covariance matrix of $P_t$ after inserting a new random variable to the existing random vector $x_{t-1}$ at time $t$ can be represented as,

$$P_t = \begin{bmatrix} P_{t-1} & u_t \\ u_t^T & \sigma_i^2 \end{bmatrix}$$ (4.51)
where $P_{t-1}$ is the covariance of $\mathbf{x}_{t-1}$. The vector $\mathbf{u}_t$ contains the new covariances between the existing random variables and the new random variable. The variance of the new random variable is $\sigma_t^2$. Similarly by interchanging the indices $t$ and $t-1$ in (4.51) we can consider the scenario where an existing sensor is removed from the available set of sensors. An example of such a scenario can be a sensor failure due to power or a communication problem with that sensor. In a case where the index of the removed sensor is not $n+1$ we can permute the covariance matrix to make it $n+1$.

### 4.5 Adding a Random Variable to a Multivariate Gaussian

Let us first consider the situation where a new random variable is introduced and we need to identify the new set of nodes. Let $n$ be number of existing random variables. It is straightforward to show that we can make this problem efficient by writing the equations in block form starting from (4.51) and carry the already computed terms forward in time. Similar to edge modification, assume that the all sensors selected up to $k^{th}$ greedy iteration are the same. Let $\mathbf{z}_{k,t} \in \mathbb{R}^n$ be the first $n$ elements of the $(n+1)$ row or the column of $S_{k,t}^{-1}$ matrix. Then initially $\mathbf{z}_{0,t} = \mathbf{u}_t$. Let $\sigma_{k,t}^2$ be the $(n+1)$ diagonal element of $S_{k,t}^{-1}$, with the initial condition $\sigma_{0,t}^2 = \sigma_t^2$. We can write the initial $S_{0,t}^{-1}$ matrix as,

$$S_{0,t}^{-1} = P_t = \begin{bmatrix} P_{t-1} & \mathbf{u}_t \\ \mathbf{u}_t^T & \sigma_t^2 \end{bmatrix} \quad (4.52)$$
For a general case we can write
\[
S_{k,t}^{-1} = \begin{bmatrix}
T_{k,t} & z_{k,t} \\
T_{k,t}^T & \sigma_{k,t}^2
\end{bmatrix}
\] (4.53)
where \(T_{k,t}\) is the \((n \times n)\) submatrix of \(S_{k,t}^{-1}\). Our objective is to efficiently update \(z_{k,t}, \sigma_{k,t}^2\) and thereby the other required quantities for the greedy optimization.

For this, let us first find an update form for the matrix \(T_{k,t}\) from the previous time step. From (4.29) the general equation to update \(S_{k,t}^{-1}\) matrix across greedy iteration \(k - 1\) to \(k\) is,
\[
S_{k,t}^{-1} = S_{k-1,t}^{-1} - \frac{s_{k-1,t,\pi_t(k)} s_{k-1,t,\pi_t(k)}^T}{\sigma^2 + s_{k-1,t,\pi_t(k)}}.
\] (4.54)
Note that for any outer product of the form \(uu^T\) for a general vector \(u \in \mathbb{R}^{(n+1)}\) which can be represented as \(u^T = [u_n^T, \zeta]^T\) where \(\zeta\) is a scalar and \(u_n \in \mathbb{R}^n\) can be written as,
\[
uu^T = \begin{bmatrix}
u_n u_n^T & \zeta u_n \\
\zeta u_n^T & \zeta^2
\end{bmatrix}.
\] (4.55)
One can use (4.55) to rewrite (4.29) as,
\[
S_{k,t}^{-1} = \begin{bmatrix}
T_{k-1,t} - \frac{t_{k-1,t} t_{k-1,t}^T}{\sigma^2 + s_{k-1,t,\pi_t(k)}} & z_{k-1,t} - \frac{\zeta_{k-1,t} t_{k-1,t}}{\sigma^2 + s_{k-1,t,\pi_t(k)}} \\
z_{k-1,t}^T - \frac{z_{k-1,t} \zeta_{k-1,t}^T}{\sigma^2 + s_{k-1,t,\pi_t(k)}} & \sigma_{k-1,t}^2 - \frac{\zeta_{k-1,t}^2}{\sigma^2 + s_{k-1,t,\pi_t(k)}}
\end{bmatrix}
\] (4.56)
where we have written the vector \(s_{k-1,t,\pi_t(k)}\) as,
\[
s_{k-1,t,\pi_t(k)} = \begin{bmatrix}
t_{k-1,t} \\
\zeta_{k-1,t}
\end{bmatrix}.
\] (4.57)
From the initial condition given in (4.52) we can write \(S_{0,t}^{-1}\) in term of \(S_{0,t-1}^{-1}\) as,
\[
S_{0,t}^{-1} = P_t = \begin{bmatrix}
P_{t-1} & u_t \\
u_t^T & \sigma_t^2
\end{bmatrix} = \begin{bmatrix}
S_{0,t-1}^{-1} & z_{0,t} \\
z_{0,t}^T & \sigma_{0,t}^2
\end{bmatrix}.
\] (4.58)
Furthermore, by comparing to (4.53) we can note that $T_{0,t} = P_{t-1} = S^{-1}_{0,t-1}$. Now if we assume $\pi_{t-1}(1) = \pi_t(1)$, that is the first sensor selected at both times $t - 1$ and $t$ are the same, extracting $\pi_t(1)$ column of (4.58), we can write,

$$
\begin{bmatrix}
    \zeta_{0,t} \\
    z_{0,t,\pi_t(1)} 
\end{bmatrix} = \begin{bmatrix}
    t_{0,t} \\
    s_{0,t-1,\pi_t(1)} 
\end{bmatrix}.
$$

(4.59)

where $z_{0,t,\pi_t(1)}$ is the $\pi_t(1)$ element of the vector $z_{0,t}$. From (4.59) it is evident for $k = 0$, $t_{0,t} = s_{0,t-1,\pi_t(1)}$. Additionally, since $\pi_t(1) = \pi_{t-1}(1)$ the diagonal values $s_{0,t-1,\pi_{t-1}(k)} = s_{0,t,\pi_t(1)}$. We can use this information to write $T_{1,t}$ based on (4.56) as,

$$
T_{1,t} = T_{0,t} - \frac{t_{0,t}^T t_{0,t}}{\sigma^2 + s_{0,t,\pi_t(1)}} = S^{-1}_{0,t-1} - \frac{s_{0,t-1,\pi_t(1)} s_{0,t-1,\pi_t(1)}^T}{\sigma^2 + s_{0,t-1,\pi_t(1)}} = S^{-1}_{1,t-1}.
$$

(4.60)

where the last equality comes from applying (4.29) at time $t - 1$ and $k = 1$. Using (4.60) we can inductively prove that $T_{k,t} = S^{-1}_{k,t-1}$ and $t_{k-1,t} = s_{k-1,t-1,\pi_t(k)}$ if the condition $\pi_{t-1}(l) = \pi_t(l)$ for $l = 1, \ldots, k$ is satisfied. This condition also implies that $\pi_t(l) \neq n + 1$ for $l = 1, \ldots, k$. Assuming this the condition is satisfied we can rewrite (4.53) as,

$$
S_{k,t}^{-1} = \begin{bmatrix}
    S_{k,t-1}^{-1} & z_{k,t} \\
    z_{k,t}^T & \sigma_{k,t}^2
\end{bmatrix}
$$

(4.61)

The vector $z_{k,t}$ can be updated across greedy iterations by choosing the last column of (4.56) as,

$$
z_{k,t} = z_{k-1,t} - \frac{\zeta_{k-1,t} s_{k-1,t-1,\pi_t(k)}}{\sigma^2 + s_{k-1,t-1,\pi_t(k)}}
$$

(4.62)

where

$$
\zeta_{k-1,t} = z_{k-1,t,\pi_t(k)}, \quad \text{for } k > 0.
$$

(4.63)

The $(n + 1)$ diagonal term of $S_{k,t}^{-1}$ can be updates as,

$$
\sigma_{k,t}^2 = \sigma_{k-1,t}^2 - \frac{\zeta_{k-1,t}^2}{\sigma^2 + s_{k-1,t,\pi_t(k)}}.
$$

(4.64)
The initialization for $\zeta_{k-1,t}$ will be, $\zeta_{0,t} = z_{0,t,\pi_t(1)}$. The scalar $z_{k-1,t,\pi_t(k)}$ denotes the $\pi_t(k)$ element of the vector $z_{k-1,t}$.

### 4.5.1 Efficiently Updating the Sensor Set

We can make use of the equations (4.61) and (4.62) to efficiently find the new set of sensors when a new sensor is introduced to the available sensor set. As greedy optimization in (4.24) requires computing the norms of the columns of the $S_{k,t}^{-1}$ matrix, in order to make the optimization efficient, our objective is to derive efficient methods to update these norms of the columns of $S_{k,t}^{-1}$ matrix efficiently. Based on (4.61) deriving these updates will be straight forward, since $S_{k,t}^{-1}$ can be written in terms of $S_{k,t-1}^{-1}$. In the following derivations we assume the norms of the columns of $S_{k,t-1}^{-1}$ is known from the previous time step, and then a method is proposed to update them for the current time step. As in Section 4.3 let $\omega_{k,t-1}$ be the norms of the columns of $S_{k,t-1}^{-1}$. The $j^{th}$ column of $S_{k,t}^{-1}$ can be written using (4.61) as,

$$
\begin{align*}
& s_{k,t,j} = \begin{bmatrix} s_{k,t-1,j} \\ z_{k,t,j} \end{bmatrix} \quad \text{if } 1 \leq j \leq n \\
& s_{k,t,j} = \begin{bmatrix} z_{k,t} \\
\sigma^2_{k,t} \end{bmatrix} \quad \text{if } j = n + 1
\end{align*}
$$

Using (4.65) we can write $s^T_{k,t,j} s_{k,t,j} = s^T_{k,t,j} s_{k,t,j} + z^2_{k,t,j}$. Then we can update $\omega_{k,t}$ as,

$$
\omega_{k,t} = \omega_{k,t-1} + z_{k,t} \odot z_{k,t}.
$$

Note that this update is valid only for the first $n$ elements of the the vector $\omega_{k,t}$. The last element, i.e. the $n + 1$ element of $\omega_{k,t}$ will be $z^T_{k,t} z_{k,t} + \sigma^2_{k,t}$. The diagonal term in the denominator of (4.54) will not change due to the condition $\pi_t(l) \neq n + 1$ for $l = 1, \ldots, k$ and the relationship given in (4.61). One can easily update the vector $s_{k-1,t,\pi_t(k)}$ based on (4.65) by setting $j = \pi_t(k)$. The pseudo code for effi-
Algorithm 6 Algorithm for efficient sensor selection when a random variable is added

1: procedure \textsc{AddVariable}($P_{t-1}, \Omega_{t-1}, \Lambda_{t-1}, \Gamma_{t-1}, \sigma_t^2, u_t, \sigma^2, m, S_{m,t-1}$)
2: \hspace{1em} $n = \text{number of}$
3: \hspace{1em} $P_t[1:n, 1:n] = P_{t-1}$
4: \hspace{1em} $P_t[n+1, 1:n] = u_t^T$
5: \hspace{1em} $P_t[1:n, n+1] = u_t$
6: \hspace{1em} Allocate arrays $\Omega_t, \Lambda_t, \Gamma_t$ of $(n + 1) \times m$ dimension
7: \hspace{1em} $z = u_t$
8: \hspace{1em} $z[n+1] = \sigma_t^2$
9: \hspace{1em} $S_{0,t} = \emptyset, S_0^{-1} = P_t$
10: \hspace{1em} for $k = 1$ to $m$ do
11: \hspace{2em} $\Omega_t[1:n, k] = \Omega_{t-1}[:, k] + z \odot z$
12: \hspace{2em} $\Omega_t[n+1, k] = z^T z$
13: \hspace{2em} $\Lambda_t[1:n, k] = \Lambda_{t-1}[:, k]$
14: \hspace{2em} $\Lambda_t[n+1, k] = z_k[n+1]$
15: \hspace{2em} $\pi_t(k) = \arg \max_{j \in \mathcal{V} \setminus S_{k-1,t}} \frac{\sigma^2 + \Lambda_t[k, j]}{\Omega_t[k, j]}$
16: \hspace{2em} if $\pi_t(k) \neq \pi_{t-1}(k)$ then
17: \hspace{3em} $D = 0_{n \times n}$
18: \hspace{3em} for $\kappa = 1$ to $k - 1$ do
19: \hspace{4em} $D[\pi_t(\kappa), \pi_t(\kappa)] = 1$
20: \hspace{3em} $S_{k-1,t}^{-1} = (P_t + D)^{-1}$
21: \hspace{3em} $[\Omega_t, \Pi_t, \Gamma_t, \Lambda_t, S_{m,t}] = \text{SelectionG0}(S_{k-1,t}^{-1}, \Omega_t, \Gamma_t, \Lambda_t, k, m, S_{k-1,t}, \sigma^2)$
22: \hspace{3em} break
23: \hspace{2em} $\Gamma_t[1:n, k] = \Gamma_{t-1}[:, k]$
24: \hspace{2em} $\Gamma_t[n+1, k] = z_{k-1}[\pi_t(k)]$
25: \hspace{2em} $z[n+1] = z[n+1] - \frac{z[\pi_t(k)]^2}{\sigma^2 + \Lambda_t[\pi_t(k), k]}$
26: \hspace{2em} $z[1:n] = z[1:n] - \frac{z_{k-1}[\pi_t(k)]}{\sigma^2 + \Lambda_t[\pi_t(k), k]} \Gamma_{t-1}[:, k]$
27: \hspace{2em} $S_{k,t} \leftarrow S_{k-1,t} \cup \{\pi(k)\}$
\hspace{1em} return $S_{m,t}, \Omega_t, \Gamma_t, \Lambda_t$
ciently updating the new set of sensors when a new random variable is introduced is
given in Algorithm 6. Similar to the edge modification problem when the condition
\( \pi_t(k) = \pi_{t-1}(k) \) is violated for some greedy iteration \( k \), we need to do the optimiza-
tion explicitly by calling the procedure textttSelectionG0. Note that the procedure
SelectionG0 is called without the matrix \( \Pi_t \), since this matrix is not required for the
computations for adding a random variable.

### 4.6 Removing a Random Variables from the Multivariate Gaussian

This section consider the problem of updating the sensor set when a random
variable is removed from the set of random variables we need to estimate. In this
problem we assume we know which random variable is removed at time \( t \). Suppose
\( r(t) \) is the index of the random variable removed at time \( t \) and \( n+1, n \) be the number
of total sensors at times \( t - 1, t \) respectively. Furthermore, we assume \( r(t) \) is not
in the node set that was selected to observe at time \( t - 1 \). Otherwise we know in
advance that we have to change the sensor set before doing any calculations. Let \( \Phi_t \)
be a matrix of size \( n \times n + 1 \) which is obtained by removing the \( r(t) \) row from the
identity matrix \( I_{n+1} \). Since the removal of a sensor is equivalent to removing the \( r(t) \)
row and column from the original covariance matrix at time \( t - 1 \), we can relate the
two covariance matrices as,

$$ P_t = \Phi_t P_{t-1} \Phi_t^T. $$

(4.67)
By definition of $\Phi_t$, the pre and post multiplication of a matrix $A$ by $\Phi_t$ and $\Phi_t^T$, i.e. $\Phi_t A \Phi_t^T$ is equivalent to removing $r(t)$ row and column from the matrix $A$. From the initial condition for (4.29) we can also write,

$$S_{0,t}^{-1} = \Phi_t S_{0,t-1}^{-1} \Phi_t^T.$$ \hfill (4.68)

Furthermore, any column $s_{0,t,j}$ of the $S_{0,t}^{-1}$ can be written as,

$$s_{0,t,j} = \begin{cases} 
\Phi_t s_{0,t-1,j} & \text{if } 1 \leq j < r(t) \\
\Phi_t s_{0,t-1,j+1} & \text{if } r(t) \leq j \leq n 
\end{cases} \hfill (4.69)$$

From (4.29) the update at $k = 1$ will be,

$$S_{1,t}^{-1} = S_{0,t}^{-1} - \frac{s_{0,t,\pi(t)(1)} s_{0,t,\pi(t)(1)}^T}{\sigma^2 + s_{0,t,\pi(t)}(1)}. \hfill (4.70)$$

Now, assume that the first sensor selected for times $t - 1$ and $t$ are equal, i.e.

$$\pi_t(1) = \begin{cases} 
\pi_{t-1}(1) & \text{if } 1 \leq \pi_t(1) < r(t) \\
\pi_{t-1}(1) - 1 & \text{if } r(t) \leq \pi_t(1) \leq n 
\end{cases} \hfill (4.71)$$

Then, substituting (4.68) for $S_{0,t}^{-1}$ and (4.69) for $s_{0,t,\pi_t(1)}$ we can write (4.70) as,

$$S_{1,t}^{-1} = \Phi_t S_{0,t-1}^{-1} \Phi_t^T - \frac{\Phi_t s_{0,t-1,\pi_{t-1}(1)} s_{0,t-1,\pi_{t-1}(1)}^T}{\sigma^2 + s_{0,t-1,\pi_{t-1}}(1)} \Phi_t^T. \hfill (4.72)$$

Separating $\Phi_t$ terms yields,

$$S_{1,t}^{-1} = \Phi_t \left[ S_{0,t-1}^{-1} - \frac{s_{0,t-1,\pi_{t-1}(1)} s_{0,t-1,\pi_{t-1}(1)}^T}{\sigma^2 + s_{0,t-1,\pi_{t-1}}(1)} \right] \Phi_t^T = \Phi_t S_{1,t-1}^{-1} \Phi_t^T \hfill (4.73)$$

Then we can inductively prove that $S_{l,t} = \Phi_t S_{l,t-1} \Phi_t^T$ for $l = 0 \ldots, k$ if the condition

$$\pi_t(l) = \begin{cases} 
\pi_{t-1}(l) & \text{if } 1 \leq \pi_t(l) < r(t) \\
\pi_{t-1}(l) - 1 & \text{if } r(t) \leq \pi_t(l) \leq n 
\end{cases} \hfill (4.74)$$
is satisfied for \( l = 1 \ldots, k - 1 \). Now, since the greedy maximization in (4.24) requires the diagonals of \( S_{k,t}^{-1} \) and \( S_{k,t}^{-2} \), similar to previous sections let us derive a method to update these diagonal based on previous time’s information.

First assume that the condition in (4.74) is valid up to the \( k - 1 \) greedy iteration at time \( t \). Then we can use (4.73) to write,

\[
S_{k,t}^{-1} = \Phi_t S_{k,t-1}^{-1} \Phi_t^T. \tag{4.75}
\]

Squaring this equation provides,

\[
S_{k,t}^{-2} = \Phi_t S_{k,t-1}^{-1} \Phi_t^T \Phi_t S_{k,t-1}^{-1} \Phi_t^T. \tag{4.76}
\]

By the definition of \( \Phi_t \), the term \( \Phi_t^T \Phi_t \) is equal to the matrix obtained by setting the \( r(t) \) diagonal entry of the \( I_{n+1} \) to zero. This can be written as,

\[
\Phi_t^T \Phi_t = I_{n+1} - e_{r(t)} e_{r(t)}^T
\]

where \( e_{r(t)} \) is the standard basis vector for the \( r(t) \) dimension. We can substitute this to the \( \Phi_t^T \Phi_t \) term in (4.76) to get,

\[
S_{k,t}^{-2} = \Phi_t S_{k,t-1}^{-1} \left[ I_{n+1} - e_{r(t)} e_{r(t)}^T \right] \Phi_t S_{k,t-1}^{-1} \Phi_t^T
\]

\[
= \Phi_t S_{k,t-1}^{-2} \Phi_t^T - \Phi_t S_{k,t-1}^{-1} e_{r(t)} e_{r(t)}^T S_{k,t-1}^{-1} \Phi_t^T
\]

\[
= \Phi_t S_{k,t-1}^{-2} \Phi_t^T - \Phi_t s_{k,t-1,r(t)} s_{k,t-1,r(t)}^T \Phi_t^T
\]

\[
= \Phi_t S_{k,t-1}^{-2} \Phi_t^T - z_{t,r(t)} z_{t,r(t)}^T \tag{4.77}
\]

where we have defined \( z_{k-1,r(t)} = \Phi_t s_{k,t-1,r(t)} \). Since \( \Phi_t S_{k,t-1}^{-2} \Phi_t^T \) is equal to the matrix obtained by removing the \( r(t) \) row and column of \( S_{k,t-1}^{-2} \), the diagonal entries of \( \Phi_t S_{k,t-1}^{-2} \Phi_t^T \) are the same as diagonal entries of \( S_{k,t-1}^{-2} \) except for \( r(t) \) element. From
the usual notation, denoting $\omega_{k,t}$ as the diagonal of $S_{k,t}^{-2}$ we can update the $j^{th}$ element of $\omega_{k,t}$ based on (4.77) as,

$$
\omega_{k,t,j} = \begin{cases} 
\omega_{k,t-1,j} - z_{k,r(t),j}^2 & \text{if } 1 \leq j < r(t) \\
\omega_{k,t-1,j+1} - z_{k,r(t),j}^2 & \text{if } r(t) \leq j \leq n 
\end{cases}
$$

(4.78)

In order to update the diagonal of $S_{k,t}^{-2}$ as in (4.78) we also need to update the vector $z_{k,t}$. For this, first we can write an update for the $r(t)$ column of the matrix $S_{k,t-1}^{-1}$, i.e. $s_{k,t-1,r(t)}$ using (4.54) as,

$$
s_{k,t-1,r(t)} = s_{k-1,t-1,r(t)} - \frac{r_{k-1,\tau_{t-1}(k)}}{\sigma^2 + s_{k-1,t-1,\tau_{t-1}(k)}} s_{k-1,t-1,\tau_{t-1}(k)}
$$

(4.79)

where the scalar $r_{k-1,\tau_{t-1}(k)}$ denotes the $r(t)$ element of the vector $s_{k-1,t-1,\tau_{t-1}(k)}$. Now we can pre multiply (4.79) by $\Phi_t$ to get,

$$
z_{k,r(t)} = z_{k-1,r(t)} - \frac{r_{k-1,\tau_{t-1}(k)}}{\sigma^2 + s_{k-1,t-1,\tau_{t-1}(k)}} \Phi_t s_{k-1,t-1,\tau_{t-1}(k)}.
$$

(4.80)

Note that based on (4.69) we can also write,

$$
s_{k,t,\tau_{t}(k)} = \Phi_t s_{k,t-1,\tau_{t-1}(k)}.
$$

(4.81)

Then we can use (4.81) to further simplify (4.80) as,

$$
z_{k,r(t)} = z_{k-1,r(t)} - \frac{r_{k-1,\tau_{t-1}(k)}}{\sigma^2 + s_{k-1,t-1,\tau_{t}(k)}} s_{k-1,t,\tau_{t}(k)}.
$$

(4.82)

In all these equations the pre multiplication of a vector by $\Phi_t$ denotes the selection of all the element except the $r(t)$ element. Therefore we are not required to do an explicit multiplication for this operation. The pseudocode for updating the sensor set when a random variable is removed is presented in Algorithm 7. Note that in this scenario since an arbitrary variable can be removed with the index $r(t)$ the old sensor
set has to be updated to match with the new indices as given in (4.74). This is done in the for loop starting at line 4. In Algorithm 7 the list \( v_t \) contains all the indices from 1 to \( n \) except \( r(t) \), i.e. the index of the random variable which is being removed. Similar to the addition, for removing random variables we do not need to compute \( \Pi_t \).

**Algorithm 7** Algorithm for efficient sensor selection when a random variable is removed

1: **procedure** REMOVE VARIABLE\( (P_{t-1}, \Omega_{t-1}, \Lambda_{t-1}, \Gamma_{t-1}, \sigma^2_t, r(t), m, S_{m,t-1}) \)
2: Create \( P_t \) by removing \( r(t) \) row and column from \( P_{t-1} \)
3: \( v_t = \) list of all indices from 1 to \( n \) except \( r(t) \)
4: for \( k = 1 \) to \( m \) do
5: if \( \pi_{t-1}(k) > r(t) \) then
6: \( \pi_{t-1}(k) = \pi_{t-1}(k) - 1 \)
7: Allocate arrays \( \Omega_t, \Lambda_t, \Gamma_t \) of \((n - 1) \times m\) dimension
8: \( z = P_{t-1}[v_t, r(t)] \) \( \triangleright \) all elements in the column \( r(t) \) except \( r(t) \) element
9: \( S_{0,t} = \emptyset \)
10: for \( k = 1 \) to \( m \) do
11: \( \Omega_t[; , k] = \Omega_{t-1}[v_t, k] - z \odot z \)
12: \( \Lambda_t[; , k] = \Lambda_{t-1}[v_t, k] \)
13: \( \pi_t(k) = \arg\max_{j \in \mathcal{V} \setminus S_{k-1,t}} \Omega_t[k, j] \)
14: if \( \pi_t(k) \neq \pi_{t-1}(k) \) then
15: \( D = 0_{n \times n} \)
16: for \( \kappa = 1 \) to \( k - 1 \) do
17: \( D[\pi_t(\kappa), \pi_t(\kappa)] = 1 \)
18: \( S_{k-1,t}^{-1} = (P_t + D)^{-1} \)
19: \([\Omega_t, \Pi_t, \Gamma_t, \Lambda_t, S_{m,t}] = \text{SelectionG0}(S_{k-1,t}^{-1}, \Omega_t, \Gamma_t, \Lambda_t, k, m, S_{k-1,t}, \sigma^2) \)
20: break
21: \( \Gamma_t[1 : n, k] = \Gamma_{t-1}[v_t, k] \)
22: \( \Gamma_{t-1}[r(t), k] \)
23: \( z = z - \frac{\sigma^2 + \Lambda_t[\pi_t(k), k]}{\Gamma_t[; , k]} \Gamma_t[; , k] \)
24: \( S_{k,t} \leftarrow S_{k,t} \cup \{\pi(k)\} \)
25: **return** \( S_{m,t}, \Omega_t, \Gamma_t, \Lambda_t \)
4.7 Simulation Results for Selecting Sensors in Time Varying Graphs

The efficiency of the proposed sensor selection schemes for time varying conditions are evaluated by two experiments. In the first experiment we obtain the computational times when there is a random sequence of edge modification to the original graph. For the second experiment we evaluate the performance when a random variable is added or removed from the previous set of random variables.

4.7.1 Results when the edges are modified

We first generate an Erdős-Rényi graph with a given number of vertices \( n \) and then a single edge is modified at each time step for a sequence of \( T = 10 \) time steps. At each time step \( t \) first we randomly select a value for \( b_t \) from \( \{-1, 1\} \). Then based on the value of \( b_t \) we either remove an existing edge from the graph or add a new edge to the edge set randomly. Then we identify the new set of sensors using Algorithm 5 based on previous computations. Computational times for selecting sensors for a single time step averaged over 10 experiments are given in Figure 4.1. This plot also shows the average computational times for repeated use of Algorithm 2 and the eigenvalue method (EV method) [22]. We choose EV method since it is the most efficient method in terms of time among the existing graph sampling methods. Clearly the proposed Algorithm 5 for time varying graphs has the best performance compared to the existing method and the proposed sensor selection algorithm for a static case given in Algorithm 2.
Figure 4.1: Average computational times for selecting sensors in a graph when the edges are changing. In addition to the results from static and time varying sensor selection methods presented in algorithms 2 and 5, results from the eigenvalue method (EV method) [22] are also presented. Algorithm 5 which uses previous time step’s computation gives the best result. 50% of the nodes are selected in this experiment. Each experiment was run for 10 time steps where a random edge was changed at each time step.
4.7.2 Results when a random variable is added or removed

For this experiment we consider the problem of adding or removing a random variable to the multivariate Gaussian as explained in sections 4.5 and 4.6. The covariance model used for this is similar to the one used in 3.4. First, a set of \( n \) random points were selected from a two dimensional square grid of \( 500 \times 500 \). Then the covariance between two points \( p_i \) and \( p_j \) was defined based on an exponential kernel of the form 

\[
\exp(\theta \|p_i - p_j\|^2)
\]

with \( \theta = 0.2 \). When a new random variable is added, a new point was generated on the same 2-D spaces and the covariance vector \( u_t \) in (4.52) was computed based on the same covariance kernel. When a random variable is removed we choose a index randomly from all indices except the current sensor set. Addition or deletion of a random variable is decided based on a binary random variable with 0.5 probability. The experiments were run for 10 random additions or deletions and every time 50\% of the sensors were selected. Each experiment was averaged over 10 runs. Figure 4.2 presents the performance of the algorithms 6 and 7 compared to the repeated use of static sensor selection algorithm (Algorithm 2) presented in Chapter 3. Figure 4.2 demonstrates that the time varying algorithms for adding or removing improved the efficiency compared to the use of static selection method repeatedly. However, the improvement is not as significant as the time varying sensor selection method when the edges are modified.

We further analyze the proposed algorithm for adding or removing nodes by computing the efficiency of using the time varying algorithms across difference percentages of the sensors being selected. Figure 4.3 presents the results for varying total number of random variables \( n \). One can observe that the proposed time varying algorithms are more efficient for lower percentages and for higher values of \( n \). The reason for
Figure 4.2: Efficiency of the algorithms 6 and 7 (TV Method) compared to the static sensor selection algorithm proposed in Chapter 3 (Static Selection). 50% of the variables are observed. Using time varying algorithms provides an improvement compared to the repeated use of static sensor selection algorithm.

the higher efficiency at lower percentages can be, when the selected set of sensors are small there is a less chance for new sensor set to change when the graph is modified. Furthermore, when the graph is small using the time varying algorithms can be inefficient compared to static sensor selection method as show in Figure 4.3 for \( n = 300, 400, 500 \).

4.8 Summary

Chapter 4 presents methods to update set of selected sensors when an edge is modified in a graph and when a random variable is added or removed from a multivariate Gaussian. We presented algorithms that performs \( O(n^2) \) in the best case compared to the static sensor selection method proposed in Chapter 3 that take \( O(n^3) \) time. The experiments demonstrates that the proposed method improves the sensor selection efficiency in majority of the cases with time varying conditions.
Figure 4.3: The efficiency of using the time varying algorithms for adding and removing random variables as a percentage compared to the static sensor selection method. The proposed time varying algorithms have better performance for lower percentages of sensors selected and for higher number of nodes.
CHAPTER 5

Random Walk Interpretation and Real World Applications

This chapter presents a random walk based interpretation for the node selection problem for a graph presented in Chapter 4. We also present an application of the proposed node selection method for a real world problem using a Wikipedia dataset.

5.1 Random Walk Based Interpretation

In order to obtain random walk based interpretation for the node selection problem, we can use the analogy between infinitesimal generator $Q$ in a continuous time Markov chain and the graph Laplacian $L$. Let $P(t)$ be the transition probability matrix for a continuous time Markov chain with an infinitesimal generator $Q$ where the set of states are the set of $n$ vertices $\mathcal{V}$. By definition of continuous time Markov chains, the elements of this $Q$ matrix, that is the transition rate from $i$ to $j$, $q_{i,j}$, satisfies the following conditions [97].

1. $0 \leq -q_{i,i} < \infty \quad \forall i \in \mathcal{V}$
2. $q_{i,j} \geq 0 \forall i \neq j$
3. $\sum_{j \in \mathcal{V}} q_{i,j} = 0 \quad \forall i \in \mathcal{V}$
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Let us also define the quantity $q_i$ as,

$$q_i = \sum_{j \in V : j \neq i} q_{i,j}. \quad (5.1)$$

Then from the first and third conditions we can write,

$$q_i = -q_{i,i}. \quad (5.2)$$

Let $(X_t)_{t \geq 0}$ be the continuous time Markov chain associated with the generator matrix $Q$ and $j_0 = 0, j_1, j_2, \ldots, j_\infty$ be the jump times of this Markov process. Then the discrete time jump chain $Y_m$ will be $Y_m = X_{j_m}$ for $m = 0, 1, \ldots, \infty$. The holding times for this Markov chain are, $S_m = j_m - j_{m-1}$ for $m = 1, 2, \ldots, \infty$. With these definitions following properties hold for a time homogeneous continuous time Markov chain.

1. $P(Y_{m+1} = j \mid Y_m = i) = P(Y_1 = j \mid Y_0 = i) = \frac{q_{i,j}}{q_i}$ for $m = 1, 2, \ldots, \infty$ and $i \neq j$

2. 

$$P(Y_{m+1} = i \mid Y_m = i) = \begin{cases} 
0 & \text{if } q_i \neq i \\
1 & \text{if } q_i = 0
\end{cases}$$

3. Time spent on state $i$ is exponentially distributed with parameter $q_i$

4. Time spent on state $i$ before leaving to state $j$ is exponentially distributed with parameter $q_{i,j}$

Now suppose the non negative edge weight between two vertices $i$ and $j$ in a graph denotes the rate of going from $i$ to $j$ or $j$ to $i$ for $i \neq j$. Then the $Q$ matrix of the Markov chain and the unnormalized graph Laplacian is related as,

$$Q = -L. \quad (5.3)$$
In order to express a relationship between MMSE based sensor selection and a random walk on a graph let us introduce an absorbing node \((n + 1)\) to the graph. Let \(d \in \mathbb{R}^n_{>0}\) be the absorption rates from each transient state in \(\mathcal{V}\) to the new absorbing node \((n + 1)\). The new infinitesimal generator for this random walk will be,

\[
Q = \begin{bmatrix}
-\mathbf{L} - \mathbf{D} & \mathbf{d} \\
\mathbf{0}^T & 0
\end{bmatrix}
\]  

(5.4)

where \(\mathbf{0}\) is the \(n\) dimensional vector of zeros and \(D = \text{diag}(d)\). Let \(T\) be an \(n \times n\) matrix in which the \(i, j\) element represents the expected time spent in state \(j\) before absorbing into the state \(n + 1\) given that the random walk started from state \(i\), for all \(\{i, j\} \in \mathcal{V}\). In the literature \([98, 99]\) it has been proven that this \(T\) matrix can be written as \([100]\),

\[
T = (\mathbf{L} + \mathbf{D})^{-1}.
\]  

(5.5)

This relationship can be derived by writing the mean residence time \(t_{i,j}\) based on the transition probabilities of the jumpy Markov chain and the time spent on state \(j\) after the first transition in the random walk \([99]\). First, let us rewrite (5.4) as,

\[
Q = \begin{bmatrix}
\mathbf{V} & \mathbf{d} \\
\mathbf{0}^T & 0
\end{bmatrix}
\]  

(5.6)

where \(\mathbf{V} = -(\mathbf{L} + \mathbf{D})\). Then for each \(i, j \in \mathcal{V}\) we can say \(V_{i,j} = q_{i,j}\). Let \(t_{m,j}\) be the time spent on state \(j\) from \(m^{th}\) jump time \((j_m)\) onwards. Then we can write mean residence time \(T_{i,j}\) as,

\[
T_{i,j} = \mathbb{E}[t_{0,j} \mid Y_0 = i] = \int_0^\infty tP(t_{0,j} = t \mid Y_0 = i)dt.
\]  

(5.7)

To derive a relationship between \(T\) and \(V\) first consider the case \(i \neq j\). This means that the first holding time, i.e. \(j_1 - j_0\) will not affect \(t_{0,j}\) since that random walk does
not stay at the state $j$ during this period. Furthermore, this implies $t_{0,j} = t_{1,j}$. Then starting from (5.7) and using the fact $t_{0,j} = t_{1,j}$ we can write,

$$T_{i,j} = \int_0^\infty \sum_{k \in V \cup \{n+1\}} tP(t_{1,j} = t, Y_1 = k \mid Y_0 = i)dt$$

$$= \int_0^\infty \sum_{k \in V} tP(t_{1,j} = t, Y_1 = k \mid Y_0 = i)dt + \int_0^\infty tP(t_{1,j} = t, Y_1 = n + 1 \mid Y_0 = i)dt$$

(5.8)

Since $i \neq j$ and the random walk get absorbed in to $n + 1$ after the first transition the second term in (5.8) does not contribute to the final expectation. Using chain rule we can write,

$$T_{i,j} = \int_0^\infty \sum_{k \in V} tP(t_{1,j} = t \mid Y_1 = k, Y_0 = i)P(Y_1 = k \mid Y_0 = i)dt$$

$$= \int_0^\infty \sum_{k \in V} tP(t_{1,j} = t \mid Y_1 = k)P(Y_1 = k \mid Y_0 = i)dt$$

$$= \sum_{k \in V} \left\{ \int_0^\infty tP(t_{1,j} = t \mid Y_1 = k)dt \right\} P(Y_1 = k \mid Y_0 = i)$$

(5.9)

where we have used the Markov property to obtain the second line in (5.9). The integral in the third line of (5.9) is again $T_{k,j}$. Since for any transient state $i$, by the definition of jump chain $P(Y_1 = i \mid Y_0 = i) = 0$. Then we can write (5.9) using the elements in $V$ as,

$$T_{i,j} = \sum_{k \in V : k \neq i} \left( \frac{q_{i,k}}{q_i} \right) T_{k,j}$$

$$= \frac{1}{q_i} \left\{ \sum_{k \in V} q_{i,k}T_{k,j} - q_{i,i}T_{i,j} \right\}$$

$$= \frac{1}{q_i} (VT)_{i,j} - \frac{q_{i,i}}{q_i} T_{i,j}$$

(5.10)
where we have used the fact $V_{i,j} = q_{i,j}$ for $i, j \in \mathcal{V}$. $(VT)_{i,j}$ denotes the $i, j$ element of the matrix product $VT$. Furthermore, by our definitions $q_i = -q_{i,i}$. This gives us,

$$ (VT)_{i,j} = 0 \text{ for } i \neq j. \quad (5.11) $$

Now, let us consider the case $i = j$, i.e. the initial state is equal to $j$. When initial state is $j$, we can write the time spent on state $j$ by the Markov chain as a sum of the first holding time, i.e. $S_1$ and $t_{1,j}$. Then we can write $T_{i,j}$ for $i = j$ as,

$$ T_{j,j} = \mathbb{E}[S_1 + t_{1,j} | Y_0 = j] = \mathbb{E}[S_1 | Y_0 = j] + \mathbb{E}[t_{1,j} | Y_0 = j] \quad (5.12) $$

First term in this equation is the expected time spent on state $j$ which is $q_j^{-1}$. We can use the same approach we used for the $i \neq j$ case to get,

$$ \mathbb{E}[t_{1,j} | X_0 = j] = \frac{1}{q_j} (VT)_{j,j} - \frac{q_{i,j}}{q_j} T_{j,j} \quad (5.13) $$

Then we can write

$$ T_{j,j} = \frac{1}{q_j} + \frac{1}{q_j} (VT)_{j,j} - \frac{q_{i,j}}{q_j} T_{j,j} \quad (5.14) $$

We can use the fact $q_j = -q_{jj}$ to obtain $(VT)_{j,j} = -1$. Since $(VT)_{i,j} = 0$ if $i \neq j$ and $(VT)_{j,j} = -1$ this implies that,

$$ VT = -I $$

$$ T = -V^{-1} = (L + D)^{-1}. \quad (5.15) $$

Based on (5.15) if we consider a uniform absorption rate of $\delta$ from each transient state in $\mathcal{V}$ to the absorbing state $n + 1$, i.e. $d = \delta \mathbf{1}$ the covariance matrix $P$ defined in (4.13) and the expected residence times matrix $T$ are equivalent.

In order to view the node selection in terms of this absorbing random work, let us define the quantity $J(T)$ which is the sum of the residence times of each node when
the random walk is started from that node itself. This is expressed as,

\[ J(T) = \sum_{i=1}^{n} T_{ii}. \]  \hspace{1cm} (5.16)

Now consider the following problem.

**Problem 2.** Given an absorbing random walk with a generator matrix as in (5.4) with initial absorption rates \( d = \delta 1_n \), select a set of nodes \( S_m \subset V \) with cardinality \( m \) to increase the absorption rates by \( \frac{1}{\sigma^2} \) such that \( J(T) \) will be a minimum.

**Lemma 1.** The optimizations in Problem 1 in Section 4.2 and Problem 2 have equivalent representations.

**Proof.** Let \( w \) be the \( n \)-dimensional binary vector such that \( w^T 1 = m \), indicating whether a node is selected or not. The new absorption rates will be \( \hat{d} = \delta 1 + \frac{1}{\sigma^2} w \). Then the infinitesimal generator \( \hat{Q} \) for the modified absorbing random walk is,

\[ \hat{Q} = \begin{bmatrix} -L - D & \hat{d} \\ 0^T & 0 \end{bmatrix} \]  \hspace{1cm} (5.17)

where,

\[ \hat{D} = \text{diag}(\hat{d}) = \text{diag}(\delta 1 + \frac{1}{\sigma^2} w) = \delta I + \frac{1}{\sigma^2} \text{diag}(w). \]  \hspace{1cm} (5.18)

From (5.5) the modified residence times will be given by,

\[ \hat{T} = \left( L + \delta I + \frac{1}{\sigma^2} \text{diag}(w) \right)^{-1} \]  \hspace{1cm} (5.19)

From (5.16) the objective we are minimizing is \( J(\hat{T}) = \text{Tr} (\hat{T}) \). Then we can write the optimization in Problem 2 as,

\[ \text{minimize} \quad \text{Tr} \left( L + \delta I + \frac{1}{\sigma^2} \text{diag}(w) \right)^{-1} \]  \hspace{1cm} (5.20)

subject to \( w \in \{0, 1\}^n, w^T 1 = m \)

which is equivalent to Problem 1 since \( P^{-1} = L + \delta I \). \( \Box \)
One can understand this similarity of the random walk to the sensor selection problem in terms of a communication network. Suppose that the each transient state in $\mathcal{V}$ sending a message about a signal that resides in their nodes. Each of these messages originating from $u \in \mathcal{V}$ is taking a random walk according to $Q$ and get absorbed in to the absorbing node $n + 1$. This absorbing node can be regarded as a centralized computer that processes all these messages. In this analogy we can view the elements in the $Q$ matrix as the bandwidth of the links between each of these nodes. This is because increasing the element $q_{i,j}$ means a random walk takes less time to go to the node $j$ once it arrives at the node $i$. With this analogy placing a sensor on node $i$, or observing node $i$ is same as increasing the bandwidth of the link between node $i$ and the centralized computer ($n + 1$) by an amount of $\frac{1}{\sigma^2}$. Then optimally placing $m$ sensors is equivalent to choosing the set of nodes to increase this bandwidth such that we can obtain a minimum for the quantity $J(T)$ defined in (5.16). Roughly, this is same as specifying we need to select nodes to increase the absorption rates such that on average, messages spend less time in their originating nodes.

5.1.1 Greedy selection

We can further analyze this analogy for a greedy node selection setting. Let $P_{w,k}$ as defined in (3.11) be the error covariance matrix of the estimation after selecting $k$ sensors. Then with the assumptions for a sensor selection for estimating a graph signal as in Section 4.2 we can write $P_{w,k}$ as

$$P_{w,k} = S_k^{-1} = \left( P^{-1} + \frac{1}{\sigma^2} \text{diag}(w_k) \right)^{-1}$$

(5.21)
where \( w_k \) denotes the sensors selected up to the \( k^{th} \) greedy iteration. Now assume that we are increasing the absorption rates for some nodes by an amount \( \frac{1}{\sigma^2} \) using a greedy approach such that \( J(T) \) is minimized. Then we can define \( T(k) \) similar to \( P_{w,k} \) which gives the expected residence times after the \( k^{th} \) greedy iteration. This can be written as,

\[
T(k) = \left( L + \delta I + \frac{1}{\sigma^2} \text{diag}(w_k) \right)^{-1}.
\] (5.22)

Furthermore, since we are increasing the absorption rate of a single node at the each greedy iteration, the generator matrix will also change for each iteration. Let us define \( Q(k) \) as the generator matrix of the Markov chain after the \( k^{th} \) greedy iteration, with the initial condition,

\[
Q(0) = \begin{bmatrix}
-(L + \delta I) & \delta 1 \\
0^T & 0
\end{bmatrix}
\] (5.23)

and

\[
Q(k) = \begin{bmatrix}
-(L + \delta I + \frac{1}{\sigma^2} \text{diag}(w_k)) & \delta 1 + \frac{1}{\sigma^2} w_k \\
0^T & 0
\end{bmatrix}.
\] (5.24)

Using (4.16), the next node \( \pi(k + 1) \) that needs to increase the absorption rate can be written as,

\[
\pi(k + 1) = \arg\max_{i \in V \setminus S_k} \sum_{j=1}^{n} T_{i,j}^2(k) \frac{T_i^2(k)}{\sigma^2 + T_{i,i}(k)}
\] (5.25)

where \( T_{i,j}(k) \) denotes the \( i, j \) element of the current expected residence time matrix \( T(k) \). From (5.25) one can observe that the maximization is done over index \( i \), which is the starting node of the random walk with a generator matrix \( Q(k) \). Then the new node selection process can be thought of as selecting a starting node for the random walk defined by \( Q(k) \) such that the objective in (5.25) is maximized.

This section presents the results of applying the greedy node selection method proposed in this dissertation for estimating the visit counts on Wikipedia pages. Specifically, we try to estimate the visit counts of Wikipedia pages from the visitation information of only a subset of pages. The dataset used in this experiment can be downloaded from [101] and explained in [102, 103]. The dataset contains activity counts from September 23rd, 2014 to April 30th 2015. The entire dataset contains visit counts over 5278 hours within this period. In this experiment, we use the pages in National Football League (NFL) cluster that was learned through the graph learning algorithm presented in [103]. This NFL cluster contains 485 Wikipedia pages. In this dataset the graph nodes will be the Wikipedia pages while the edges will be links in between these web pages. Even though the links are directed for this experiment, direction of the edges are ignored. As mentioned in Section 4.1 the basic assumption with a graph signal is that the signal gives lower total variation given in (4.6) with respect to the assumed graph. In order to check this behavior, the total variation with respect to the Wikipedia graph was computed for each hour for this dataset. For the comparison purposes, a random graph was generated with the same number of edges and the total variation for the this random graph was also computed. For each hour different random graph was generated in this experiment. Figure 5.1 presents the results for this experiment. It can be seen in this graph, for most of the days the total variation with respect to a random graph has lower values compared to the Wikipedia graph. In other words, the visit counts do not represent a smooth graph
Figure 5.1: $x^TLx$ for the Wikipedia graph compared to a random graph. Dotted line represents the total variation with respect to the random graph. $x^TLx$ terms over 24 hours were added to obtain the total variation for a single day. Bottom row in each figure show the total number of visit for each day.
Table 5.1: Mean Absolute Percentage Error (MAPE) for estimating visit counts on Wikipedia pages based on the proposed node selection algorithm.

<table>
<thead>
<tr>
<th>Percentage</th>
<th>Greedy</th>
<th>EV</th>
</tr>
</thead>
<tbody>
<tr>
<td>0.1</td>
<td>13.5523</td>
<td>13.5071</td>
</tr>
<tr>
<td>0.2</td>
<td>8.9936</td>
<td>9.4467</td>
</tr>
<tr>
<td>0.3</td>
<td>7.3026</td>
<td>8.3296</td>
</tr>
<tr>
<td>0.4</td>
<td>6.2135</td>
<td>6.7076</td>
</tr>
<tr>
<td>0.5</td>
<td>5.2764</td>
<td>5.4207</td>
</tr>
<tr>
<td>0.6</td>
<td>4.3847</td>
<td>4.6916</td>
</tr>
<tr>
<td>0.7</td>
<td>3.3927</td>
<td>3.7680</td>
</tr>
<tr>
<td>0.8</td>
<td>2.5273</td>
<td>2.8192</td>
</tr>
<tr>
<td>0.9</td>
<td>1.4639</td>
<td>1.5332</td>
</tr>
</tbody>
</table>

behavior with respect to the Wikipedia graph. Due to this reason we decided to use the empirical covariance matrix for estimating the visit counts.

5.2.1 Node Selection Based on Empirical Covariance

In this experiment we use the past activity counts on the Wikipedia pages to estimate the mean and covariance and then this information was used to select nodes and estimate the unobserved counts for the current hour. For a given hour we used previous 24 hours data to obtain the empirical mean and covariance. We used the conventional maximum likelihood methods for estimating the mean and covariance for a multivariate Gaussian [104]. Then this covariance matrix is used to select the nodes that should be observed in order to estimate the visit counts for all the nodes for the current hour. In order to remove the singularity of the covariance matrix estimated in using this method a diagonal matrix of the form $\delta I$ was added to the estimated covariance matrix, with $\delta = 0.01$. Table 5.1 presents the mean absolute percentage error of the estimation of visit counts for all Wikipedia pages based on this experiment. These values only include the hours that have total visit counts greater
than zero for a given hour. Table 5.1 shows that both the methods EV and greedy algorithms performs equally. However greedy approach has the advantage in terms of time as we have presented in previous chapters.
CHAPTER 6

Conclusion

In this thesis we presented some novel algorithms and a model for efficiently estimating hidden states in graph based data. Specifically, in Chapter 2 we developed a novel probabilistic model to explain the dynamics of the latent sentiments in a social network and how we can estimate these latent sentiment based on observed user activities. The results demonstrate that the developed model better explain real world data compared to the existing hidden variable models. Furthermore, this research work addressed the problem of selecting nodes to make observations such that these hidden states can be efficiently estimated in large time varying networks. While solving this node selection problem for time varying graphs, the novel faster sensor selection algorithms that we developed for linear Gaussian estimation were presented in Chapter 3. We were able develop these methods for both sensor selection criteria know as minimizing mean square error and minimizing the uncertainty volume of the estimation. The simulation results demonstrate that the proposed methods outperform the existing methods in terms of both estimation accuracy and efficiency.

Building on this greedy sensor selection method, Chapter 4 extends this to a time varying graph. As modern graph structures are constantly changing, through the algorithms presented in this thesis we were able to make the sensor selection of time
varying graphs more efficient. Chapter 5 identifies the similarities between selecting sensors in graph based Gaussian Markov Random field and the absorbing random walk on that graph. Finally in Chapter 5 we present an application of the proposed node selection method for estimating the visit counts on Wikipedia web pages.

6.1 Future Research Directions

In terms of future work based on latent states in networks, this research work can be combined with epidemic network based models to more efficiently predict and control disease outbreaks. As an example, one can exploit the information people post on their social media about how they are feeling, in order to track disease spreading. One of the main challenges in such an approach would be, accurate estimation of the epidemic network. Since the contacts in a social network not necessarily mimic the proximity based contacts people make in their lives. For this problem, one can propose a model with two network layers, where one layer represents the online social network, while the other represents the epidemic contact network.

One of the promising research directions based on sensor selection is, distributed sensor selection. One could examine how we can minimize the communication cost over the network and select sensors in a distributed approach. In addition one can also use a hierarchical approach for sensor selection. That is, a large graph can be recursively divided into sub graphs and then select sensors for these small graphs in the lower levels separately. We can also use this hierarchical method in a distributed framework by propagating the optimizations done in the lower levels of the hierarchy in to the upper levels.
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