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A MATHEMATICAL MODEL DESCRIBING THE EARLY DEVELOPMENT OF MULTIPLE MYELOMA

Joaquin Zabalo
Multiple myeloma is a malignant bone marrow plasma cell tumor which is responsible for approximately 12,000 deaths per year in the United States and two percent of all cancer deaths. It is recognized clinically by the presence of more than ten percent bone marrow plasma cells, the detection of a monoclonal protein (M-protein), anemia, hypercalcemia, renal insufficiency, and lytic bone lesions. The disease is usually preceded by a premalignant tumor called monoclonal gammopathy of undetermined significance (MGUS), which is present in one percent of adults over the age of fifty, three percent over the age of seventy and ten percent of those in the tenth decade. MGUS is also recognized by the detection of M-protein, but with less than ten percent bone marrow plasma cells and without the other features exhibited by myeloma. The majority of MGUS patients remain stable for long periods without ever developing myeloma. Only a small percentage of patients with MGUS eventually develop multiple myeloma. However, the reason for this is not yet known. Once the myeloma stage is reached, a sequence of well-understood mutational events eventually lead to the escape of the tumor from the control of the immune system.

We propose a mathematical model of tumor-immune system interactions at the onset of the disease in an effort to better understand the early events that take place and their
influence on the outcome of the disease. The model is calibrated with parameter values obtained from available data and we study the resulting dynamics. Next, we study how the behavior of the system is affected as parameters are varied. Finally, we interpret the results and draw some conclusions.
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Chapter 1

Introduction

1.1 General Overview of the Immune System

The immune system is the body’s natural defense against foreign substances or altered self substances. It is a two-tier line of defense consisting of innate immunity and adaptive immunity. *Innate immunity* refers to the non-specific first line of defense against the foreign substance. It consists of cells which can attack a wide variety of invading substances, even if the host has never been exposed to them before. *Adaptive immunity* refers to a specific immune response mounted against a previously encountered foreign substance called an antigen. With each successive encounter of the same antigen, the adaptive immune response improves. This behavior is called the *immune memory*.

The cells of the immune system arise from pluripotent hematopoietic (generate cellular elements of blood) stem cells residing in the bone marrow. These stem cells produce either common lymphoid progenitor cells, which give rise to T-lymphocytes
(T-cells) and B-lymphocytes (B-cells) involved in adaptive immunity, or common myeloid progenitor cells which give rise to other types of cells including dendritic cells and macrophages involved in innate immunity.

Innate immunity begins with antigen-presenting cells (APC), such as macrophages (MAC) and dendritic cells (DC), and natural killer (NK) cells, which are circulating throughout the body looking for foreign substances. MAC are primarily phagocytic cells that engulf and destroy pathogens. They also secrete cytokines (proteins that affect the behavior of other cells), and induce inflammatory response and fever. NK cells, although not lymphocytes, are large granular lymphocyte-like cells that can detect and attack certain infected cells. Primarily, they attack tumor cells and help protect against a variety of viruses. They also secrete lymphokines (cytokines secreted by T-cells), such as interferon-gamma (IFN-γ). These chemical signals stimulate other components of the immune system to enter into action. DC are phagocytic when they are immature and take up pathogens. After maturing, they act as APC to T-cells, initiating adaptive immune responses. In order for this to occur, ingested antigens are fragmented into small particles called peptides. Part of these peptides bind to molecules called the major histocompatibility complex (MHC) which are in turn presented in the APC cell surface as an MHC/peptide complex. The T-cells carry surface receptors that allow them to recognize different MHC/peptide complexes. Once the T-cells are activated by the MHC/peptide recognition, they divide and secrete lymphokines. T-cells mature in the thymus. The two subgroups of T-cells are helper T-cells (CD4+T) that help B-cells produce antibodies in response to antigens and induce the development of CD8+T cells, which later become cytotoxic T-cells (CTL). In contrast, the B-cells have receptors with the ability to recognize parts of
the antigens free in solution without the assistance of MHC molecules. These surface receptors on these B-cells respond to a specific antigen. When a signal is received by these B-cell receptors, the B-cells are activated and will proliferate and differentiate into plasma cells that secrete antibody molecules in high volumes. Plasma cells are terminally differentiated B-cells that provide protective immunity through the continuous production of antibodies. These released antibodies (which are soluble forms of the B-cell receptors) are used to neutralize the invading pathogen, leading to their destruction. There is a population of short-lived plasma cells which resides primarily in the nonlymphoid area of the spleen or lymph nodes. However, many migrate to the bone marrow where the majority enter a long-lived population of plasma cells. Some of the activated B- and T-cells will differentiate into memory cells. These will remain circulating through the organism for long periods of time, thus guaranteeing future protection against the same (or a similar) antigen that elicited the immune response. For a more detailed explanation, refer to [48].

1.2 The Immune System, Cancer and Immunoediting

Normally, during the first stages of a tumor, the immune system responds as follows. First, the antigenicity (how different it is from self) of tumor cells causes the recruitment of NK cells, NKT cells, and DC of the innate immune system to the tumor site. The NK cells attack the tumor and both NK and NKT cells start producing IFN-γ, which induces the production of chemokines. These are chemoattractant proteins that stimulate the migration and activation of cells. Chemokines recruit
more NK and DC, MAC, and other immune effector cells to the tumor site and activates MAC and NK cells to attack the tumor. Dead tumor cell debris is ingested by DC and carried to the lymph nodes where tumor-specific $CD4^+T$ cells develop and induce the development of tumor-specific $CD8^+T$ cells, which later become CTL. These cells of the adaptive immune system migrate to the tumor site where they produce $IFN-\gamma$ and attack the tumor. This first stage was originally referred to as Immunosurveillance. Now, it is seen as part of a larger picture, Immunoediting, where the selective pressure of the immune system on the mutating cancer cells is considered. In the Immunoediting hypothesis, this first stage is referred to as Elimination, since the cancer cells have been recognized and are being destroyed by the immune system. The cancer cells continue to mutate and the immune system attempts to destroy them once they are recognized. The second stage is Equilibrium, where an equilibrium is reached in the number of cancer cells. Eventually, an escape mutant is selected for, leading to the escape of the cancer cells from immune control. This final stage is therefore referred to as Escape. For a more detailed explanation, refer to [22, 23, 91].

1.3 Monoclonal Gammopathy of Undetermined Significance and Multiple Myeloma

Multiple myeloma (MM) is a malignant plasma cell tumor recognized clinically by the proliferation of malignant plasma cells in the bone marrow, the detection of a serum or urine monoclonal (produced by a single clone) protein, anemia, hypercalcemia, renal insufficiency, and lytic bone lesions (see [67]). It accounts for approximately
12,000 deaths per year in the United States alone and approximately 2% of all cancer deaths (see [62]). The disease is usually preceded by a premalignant tumor called *monoclonal gammopathy of undetermined significance* (MGUS), which is present in 1% of adults over the age of 50, 3% over the age of 70, and 10% in the tenth decade (see [67, 62]). MGUS is characterized by a monoclonal protein (M-protein) in the serum or urine without other clinical features of MM (see [67]).

Genetically, there is not much difference between MGUS cells and MM cells. The majority of MGUS patients remain stable for long periods without ever developing MM (see [19]). It is believed that the progression of the disease from MGUS to MM, which constitutes the first stage of the disease, is mostly due to a failure of the immune system rather than the usual *immunoediting*. Refer to Figure 1.1 for a graphic representation of the events that occur at this stage. However, once the MM stage is reached, a sequence of mutational events ultimately lead to the escape of the cancer from immune control. This constitutes the second stage of the disease. Figure 1.2 depicts disease progression from normal plasma cell to MM escape mutant.

MGUS cells undergo chromosomal instability (CIN) mutations (IgH translocations). This process is ongoing throughout the disease. Since normal plasma cells are genetically unstable during the production of antibodies, they are therefore somewhat more tolerant to DNA damage than other cells. Primary Ig translocations (*cyclinD1* or *D3*, *FGFR3* and *MMSET*, *cMAF*), which are oncogene mutations requiring one mutational hit, provide immortalizing events in 50% of the tumors. *CyclinD1* or *D3* mutations allow cells to grow in response to *interleukin – 6* (*IL – 6*) by making them more susceptible to proliferative stimuli. MGUS cells grow in response to
IL−6, while normal plasma cells produce antibodies but do not proliferate (see [67]). IL−6 is produced by bone marrow stromal cells and its production rate is increased by the presence of tumor cells (see [58, 59, 77]). Also, MGUS cells are continually producing M-protein (monoclonal antibody). T-cells tolerate M-protein produced by the MGUS cells, since it is normally produced by plasma cells. This monoclonal immunoglobulin (Ig) that can serve as a patient-specific tumor antigen, secreted largely as a soluble antigen, can lead to deletion of Ig-reactive CD4+ T cells by the same mechanism which is responsible for the prevention of autoimmunity (see [19]). This might explain the reduction in the number of CD4+ T cells found in patients with MM and the reduction in the number of CD4+T and CD8+ T cells in patients with either MGUS or MM (although in later stages of MM, CD4+ T cell numbers continue to decline and CD8+ T cell numbers increase slightly) (see [13]). M-protein is a marker which is used during diagnosis. The increase in the amount of M-protein as the disease progresses is caused by an increase in the number of MGUS and/or MM cells. The bone marrows of patients with MGUS contain less than 10% plasma cells while those of patients with MM contain greater than 10% plasma cells (see [67]). When glycolipid is normally presented by DC, it stimulates the production of IFN-γ and interleukin-4 (IL-4) and regulates autoimmunity and resistance to infections and tumors. However, when glycolipid is presented by non-dendritic cells, such as MGUS cells, it causes the loss of ligand-dependent IFN-γ production by NKT cells. However, this NKT cell dysfunction is thought to be medically reversible by stimulating the cells with α-galactosylceramide (α-GalCer) pulsed DC (see [18]). IFN-γ production also contributes to growth control of myeloma by initially inducing the production of chemokines that recruit more immune cells to the tumor site, and later by mediating angiostasis (the body’s normal regulation over
the creation of new blood vessels), controlling tumor growth via decreased $IL - 6$ or $STAT - 3$-mediated transcription, and inhibiting osteoclastogenesis (bone destruction). So its decrease also has an effect on later stages of cancer progression. For a graphic representation of the cell processes described above, refer to Figure 1.1. Karyotypic instability is maintained throughout the progression of the disease. Activating oncogene mutations ($NRAS$, $KRAS$, $FGFR3$), requiring one mutational hit, occur mostly in MM. The $Ras$ mutation causes abnormal signaling inside the MM cell, taking the place of $IL - 6$, and results in enhancing the growth of the cancer cells and decreasing the amount of $IL - 6$ that is required for their survival and growth. However, this does not necessarily result in $IL - 6$ independence. Angiogenesis (the process involving the formation of new blood vessels) begins at this stage in order to provide nutrients to the cancer cells. Secondary Ig translocations occur. These include two TSP (tumor-suppressor gene) mutations, deletion of $p - 53$ and inactivation of $Rb$, each requiring two mutational hits. These accomplish two things. First, they prevent normal TSP function, which would cause the destruction of the cell if DNA mutations are occurring. Second, they knock out the ability of the TSP to inhibit $IL - 6$ expression, thus leading to the autocrine (affects the function of the same cell type) production of $IL - 6$, in which the cells stimulate their own growth. For a more detailed explanation on the sequence of mutational events and their affect, refer to [40, 62].
Figure 1.1: This flowchart shows the interactions between stromal cells (S), tumor cells (T), macrophages (MAC), natural killer cells (NK), natural killer T-cells (NKT), cytotoxic T-cells (CTL), helper T-cells (CD4+T), interferon-gamma (IFN−γ), glycolipids, and M-protein, during the MGUS phase of the disease, which eventually lead to MM.
Figure 1.2: This flowchart shows the sequence of mutational events that are necessary for the disease to progress from normal to MGUS, from MGUS to MM, and finally to escape from the control of the immune system.
Chapter 2

Construction of the Model

The model (see Figure 1.1) deals with the transition from normal to MGUS and possibly MM. This is thought to be mostly due to a failure of the immune system. The interaction between the cancer cells, the normal plasma cells, the stromal cells, and the immune system is captured by a system of differential equations. As seen in Figure 1.1, certain cell populations were grouped together either as cells of the innate immune system or cells of the adaptive immune system in order to reduce the number of equations in the model. However, not all cells of the same group have the same function. For instance, some cells in one group produce $IFN - \gamma$ while other cells in the same group do not. Also, the functions of cells in different groups sometimes overlap. For example, certain cells in both groups produce $IFN - \gamma$. This issue will be addressed at a later time. Also, grouping cells into the two groups mentioned above results in a built-in time delay in the model. The model attempts to capture the dynamics of interacting processes in an effort to understand how they influence the outcome of the disease.
This is a first attempt at a crude model using the data that is available at the moment. As more is known about the disease, the model can be refined.

The motivation for such a model is that it might lead to a better understanding of disease progression. This, in turn, can lead to better treatment protocols. As mentioned in Section 1.3, the majority of MGUS patients remain stable for long periods without ever developing MM. Only a small percentage of patients with MGUS develops MM (see [67]). If the reason for this is known, it can lead to more effective treatments that, although might not lead to a cure, might keep an MGUS patient from eventually developing MM, or push a patient with MM back to the MGUS stage.

We would like the model to answer several questions. For one thing, how much of an influence does the production of M-protein and glycolipids by the cancer cells have on the development of the disease? This is clinically significant, since the disfunction in the ability of NKT cells to produce $IFN-\gamma$ (which attracts immune cells to the tumor site) is medically reversible, as mentioned earlier. What else, if anything, influences the progression or outcome of the disease? Since this disease usually occurs late in life, prolonging the increase in tumor cells to the levels seen in MGUS or MM long enough might be as good as a cure.

Figure 1.2 shows the sequence of mutational events that are necessary for the progression from MGUS to MM and which ultimately results in the escape of the cancer from the control of the immune system. The process is fairly well understood and to capture this behavior, stochastic models such as the ones used in [46] and [47], which use a branching process, or in [73], can be utilized.
The model that we are proposing, however, is not concerned with the later stages of the disease. Instead, we are attempting to model the early occurrences that take place from the start, beginning with one MGUS cell.

\subsection{The Model Equations}

The variables listed below represent densities as either cells per milliliter (in the first four cases) or picograms per milliliter (in the last four cases) as a function of time $t$ in days.

Variables:

- $T(t) = \text{MGUS tumor cells}$
- $N(t) = \text{Normal bone marrow plasma cells}$
- $K(t) = \text{Cells of the innate immune system}$
- $E(t) = \text{Cells of the adaptive immune system}$
- $P(t) = \text{M-protein produced by tumor cells}$
- $G(t) = \text{glycolipids produced by tumor cells}$
- $I(t) = IL - 6 \text{ produced by stromal cells}$
- $F(t) = IFN - \gamma \text{ produced by immune system cells}$

The behavior of the biological system is described by the following system of differential equations:
\[
\begin{align*}
\frac{dT}{dt} &= \frac{k_I}{e_I + I} \left( 1 - \frac{T + N}{K_T} \right) T - \frac{d_T(K + E)T}{g_T + T} \\
\frac{dN}{dt} &= l_N \left( 1 - \frac{N}{K_N} - \frac{T}{K_T} \right) \\
\frac{dK}{dt} &= r_K \left( 1 - \frac{K}{K_K} \right) K + \frac{k_{KE}F}{e_{KE} + F} \\
\frac{dE}{dt} &= \frac{k_{KE}F}{(e_{KE} + F)(1 + \beta P)} - d_E E \\
\frac{dP}{dt} &= l_P T - d_P P \\
\frac{dG}{dt} &= l_G T - d_G G \\
\frac{dI}{dt} &= l_I \left( 1 + \frac{7T}{e_I + T} \right) s - d_I I \\
\frac{dF}{dt} &= \frac{l_F}{e_F + T} \left( \frac{1}{3} K + \frac{1}{1 + aG} K + E \right) T - d_F F
\end{align*}
\]

In the first and third equations, logistic growth is assumed. In general, if \( A \) is the population density, then assuming that the per capita birth rate decreases with density and the per capita death rate increases with density, we obtain the following differential equation for the population growth rate:
\[
\frac{dA}{dt} = [(b - b_1 A) - (d + d_1 A)]A, \quad \text{for some parameters } b, b_1, d, d_1 > 0
\]

\[
= (b - d) \left[ 1 - \frac{A}{\frac{b-d}{b_1+d_1}} \right] A
\]

\[
= r \left[ 1 - \frac{A}{K} \right] A, \quad \text{where } r = b - d \text{ is the net proliferation rate and}
\]

\[
K = \frac{b-d}{b_1+d_1} = \frac{r}{b_1+d_1} \text{ is the carrying capacity}
\]

Therefore \( r \) and \( K \) are directly proportional and are related as explained above. This must be kept in mind if either one is varied in the model.

In the first equation of system (2.1), the first factor in the first term represents the growth of tumor cells in response to \( IL - 6 \). It is of Michaelis-Menten type to indicate the limited response of tumor cells to the growth-stimulatory effects of \( IL - 6 \). The second factor in the first term represents the competition for resources between tumor and normal plasma cells within the bone marrow, where \( K_T \) is the carrying capacity of tumor cells. The second term represents the destruction of tumor cells by cells of both the innate immune system and the adaptive immune system. It is modelled by Michaelis-Menten to indicate the limited immune response to the tumor. \( d_T \) represents the maximum rate of destruction of tumor cells by the immune system and \( g_T \) is a half-saturation constant. That is, \( g_T \) is the tumor density at which the destruction rate of tumor cells is equal to one half the maximum destruction rate.
This equation and the next do not include an intrinsic death rate of the cells, since MGUS cells, and plasma cells in general, are long-lived, usually accumulating over a patient’s lifetime (see [109, 110]), their role being to secrete antibodies.

In the second equation, the first factor, $l_N$, represents the influx of normal plasma cells during a patient’s lifetime. $B$ cells, activated by antigen exposure, either differentiate into long-lived, antigen-secreting plasma cells, which reside mainly in the bone marrow, or into short-lived plasma cells, which reside mainly in the spleen or lymph nodes. The second factor represents the competition for resources between normal and tumor cells within the bone marrow, where $K_N$ and $K_T$ are the carrying capacities of normal bone marrow plasma cells and MGUS cells, respectively. This form was used instead of $1 - (N + T)/K_N$ to prevent the density of normal plasma cells from becoming negative over time (if $N = 0$ and $T > K_N$).

In the third equation, the first term represents the background density of innate immune system cells (the $K$ cell population consisting of $NKT$ and $NK$ cells, and $MAC$) that are ready to attack invading pathogens. Although these cells mature outside the bone marrow, they then circulate throughout the body and a number of them are found in a normal bone marrow (see [20, 32, 79], resp.), forming the first line of defense against the tumor. Logistic growth is assumed with net proliferation rate (birth rate minus death rate) $r_K$ and the carrying capacity $K_K$ of the $K$ cell population the same as the initial value $K(0)$, calculated later, since $K(0)$ is the value for a healthy individual before the tumor. These cells also secrete $IFN - \gamma$, which induces the production of chemokines, which in turn attract more immune cells.
The second term represents the recruitment of innate immune system cells to the tumor site in response to the presence of IFN − γ. A Michaelis-Menten form was used to indicate the saturation effect of IFN − γ.

The fourth equations models the adaptive immune response. Since this is an antigen-specific immune response, any adaptive immune cells that were present before the tumor was encountered do not recognize the tumor and we can assume that there is no background density of these cells initially. Once exposed to the tumor, a tumor-specific immune response is mounted. The first term in the equation represents the recruitment of adaptive immune system cells (CD4+ T (Th1), CD8+ T (CTL)) to the tumor site in response to the presence of IFN − γ. Again, a Michaelis-Menten form was used to indicate the saturation effect of IFN − γ. The β in the denominator is an inhibition parameter which indicates the reduction in the number of CD4+ T cells that react to the tumor due to the presence of M-protein, as explained earlier. When no longer exposed to the same antigen, adaptive immunity slowly decreases over time. Therefore, in the case that the tumor is eradicated, the second term represents the rate of decrease of these cells.

In the fifth equation, the first term represents the soluble M-protein produced by tumor cells and the second term represents the degradation of the M-protein.

In the sixth equation, the first term represents the glycolipids produced by tumor cells and the second term represents the degradation of the glycolipids.
In the seventh equation, the first term represents the production of $IL^{-6}$ by bone marrow stromal cells and the increased production rate in response to the presence of tumor cells. A factor of 7 is used to indicate that as more tumor cells come into contact with bone marrow stromal cells, the $IL^{-6}$ production rate by stromal cells will increase up to eight times the original amount. This eightfold increase in $IL^{-6}$ secretion by bone marrow stromal cells caused by the adherence of myeloma cells to the stromal cells was stated in [103]. It is modelled by Michaelis-Menten to account for the self-limiting production of $IL^{-6}$ by stromal cells stimulated by their interaction with tumor cells. The stromal cell population is assumed to be constant. The second term represents the degradation of $IL^{-6}$.

In the eighth equation, the first term represents the production of $IFN^{-\gamma}$ by cells of both the innate and adaptive immune system. The second factor of the first term consists of $\frac{1}{3}K$ for the $NK$ cell contribution, $\frac{1}{3} \frac{1}{1+\alpha G} K$ for the $NKT$ cell contribution, and $E$ for the $CTL$ and $CD4^+T$ cell contributions to the production of $IFN^{-\gamma}$. The $\alpha$ in the denominator is an inhibition parameter which indicates that the presence of tumor-derived glycolipids causes a disfunction in $IFN^{-\gamma}$ production by $NKT$ cells, which are a subset of the cells of the innate immune system. Michaelis-Menten kinetics was used to account for the self-limiting production of $IFN^{-\gamma}$ by immune cells stimulated by their interaction with tumor cells. The second term represents the degradation of $IFN^{-\gamma}$. The details leading to the current form of this equation will be given later during the estimation of parameters.
Tables 2.1 and 2.2 give the units, dimensions, and a short description of the variables and parameters appearing in the model and Table 2.3 gives the initial conditions at the onset of the disease.

As explained in Section 3.2, the accuracy of parameter $g_T$ is questionable and is suspected of possibly being incorrect. The value of $g_T = 1 \times 10^5 \frac{\text{cells}}{\text{ml}}$ given in Table 2.2 did not allow for tumor development. Instead, a value of $g_T = 5 \times 10^9 \frac{\text{cells}}{\text{ml}}$ was used initially and later the parameter was varied to study its effect on the behavior of the system. $g_T$ turned out to be an important bifurcation parameter.

<table>
<thead>
<tr>
<th>Variable</th>
<th>Units</th>
<th>Dimensions</th>
<th>Description</th>
</tr>
</thead>
<tbody>
<tr>
<td>$T$</td>
<td>$\text{cells} \text{ ml}$</td>
<td>$c,v$</td>
<td>MGUS tumor cell density</td>
</tr>
<tr>
<td>$N$</td>
<td>$\text{cells} \text{ ml}$</td>
<td>$c,v$</td>
<td>normal plasma cell density</td>
</tr>
<tr>
<td>$K$</td>
<td>$\text{cells} \text{ ml}$</td>
<td>$c,v$</td>
<td>innate immune system cell density</td>
</tr>
<tr>
<td>$E$</td>
<td>$\text{cells} \text{ ml}$</td>
<td>$c,v$</td>
<td>adaptive immune system cell density</td>
</tr>
<tr>
<td>$P$</td>
<td>$\text{pg} \text{ ml}$</td>
<td>$m,v$</td>
<td>density of M-protein produced by tumor cells</td>
</tr>
<tr>
<td>$G$</td>
<td>$\text{pg} \text{ ml}$</td>
<td>$m,v$</td>
<td>density of glycolipids produced by tumor cells</td>
</tr>
<tr>
<td>$I$</td>
<td>$\text{pg} \text{ ml}$</td>
<td>$m,v$</td>
<td>density of IL - 6 produced by stromal cells</td>
</tr>
<tr>
<td>$F$</td>
<td>$\text{pg} \text{ ml}$</td>
<td>$m,v$</td>
<td>density of IFN - $\gamma$ produced by immune system cells</td>
</tr>
</tbody>
</table>

where c=cells, m=mass, v=volume, t=time
<table>
<thead>
<tr>
<th>Parameter</th>
<th>Units</th>
<th>Dim</th>
<th>Description</th>
</tr>
</thead>
<tbody>
<tr>
<td>$k_T$</td>
<td>$\frac{44}{\text{day}}$</td>
<td>$\frac{1}{7}$</td>
<td>\textit{net proliferation rate of tumor cells}</td>
</tr>
<tr>
<td>$e_T$</td>
<td>$2 \times 10^8 \text{pg ml}^{-1}$</td>
<td>$\frac{m}{v}$</td>
<td>\textit{half-saturation of IL-6}</td>
</tr>
<tr>
<td>$K_T$</td>
<td>$7.7 \times 10^7 \text{cells ml}^{-1}$</td>
<td>$c_v$</td>
<td>\textit{carrying capacity of tumor cells}</td>
</tr>
<tr>
<td>$d_T$</td>
<td>$\frac{1}{\text{day}}$</td>
<td>$\frac{1}{7}$</td>
<td>\textit{destruction of tumor cells}</td>
</tr>
<tr>
<td>$g_T$</td>
<td>$1 \times 10^4 \text{cells ml}^{-1}$</td>
<td>$c_v$</td>
<td>\textit{half-saturation constant}</td>
</tr>
<tr>
<td>$l_N$</td>
<td>$983.7 \text{cells ml}^{-1} \text{day}^{-1}$</td>
<td>$c_v$</td>
<td>\textit{influx of plasma cells}</td>
</tr>
<tr>
<td>$K_N$</td>
<td>$1.23 \times 10^4 \text{cells ml}^{-1}$</td>
<td>$c_v$</td>
<td>\textit{carrying capacity of plasma cells}</td>
</tr>
<tr>
<td>$K_N = \frac{l_N}{K_N}$</td>
<td>$\frac{8.00 \times 10^{-3}}{\text{day}}$</td>
<td>$\frac{1}{7}$</td>
<td>\textit{influx of plasma cells}</td>
</tr>
<tr>
<td>$k_K$</td>
<td>$\frac{1.244}{\text{day}}$</td>
<td>$\frac{1}{7}$</td>
<td>\textit{proliferation rate of innate immune cells}</td>
</tr>
<tr>
<td>$d_K$</td>
<td>$\frac{0.03}{\text{day}}$</td>
<td>$\frac{1}{7}$</td>
<td>\textit{death rate of innate immune cells}</td>
</tr>
<tr>
<td>$r_K = k_K - d_K$</td>
<td>$\frac{0.00}{\text{day}}$</td>
<td>$\frac{1}{7}$</td>
<td>\textit{net proliferation rate of innate immune cells}</td>
</tr>
<tr>
<td>$K_K$</td>
<td>$\frac{230 \times 10^7 \text{cells ml}^{-1}}{\text{mL}}$</td>
<td>$c_v$</td>
<td>\textit{carrying capacity of innate immune cells}</td>
</tr>
<tr>
<td>$k_{KE}$</td>
<td>$\frac{8.64 \times 10^8 \text{cells ml}^{-1} \text{day}^{-1}}{\text{mL day}^{-1}}$</td>
<td>$c_v$</td>
<td>\textit{recruitment rate of immune cells}</td>
</tr>
<tr>
<td>$e_{KE}$</td>
<td>$\frac{8.00 \times 10^6 \text{cells ml}^{-1}}{\text{mL day}^{-1}}$</td>
<td>$c_v$</td>
<td>\textit{half-saturation of IFN-γ}</td>
</tr>
<tr>
<td>$\beta$</td>
<td>$1.05 \times 10^{-10} \text{ml pg}^{-1}$</td>
<td>$\frac{m}{v}$</td>
<td>\textit{inhibitory parameter}</td>
</tr>
<tr>
<td>$d_E$</td>
<td>$\frac{0.03}{\text{day}}$</td>
<td>$\frac{1}{7}$</td>
<td>\textit{decrease rate of adaptive immune cells}</td>
</tr>
<tr>
<td>$l_P$</td>
<td>$\frac{13.5 \text{pg cell}^{-1} \text{day}^{-1}}{\text{cell x day}}$</td>
<td>$c_v$</td>
<td>\textit{M-protein production rate by tumor cells}</td>
</tr>
<tr>
<td>$d_P$</td>
<td>$\frac{0.00}{\text{day}}$</td>
<td>$\frac{1}{7}$</td>
<td>\textit{M-protein degradation rate}</td>
</tr>
<tr>
<td>$l_G$</td>
<td>$\frac{8.92 \times 10^{-5} \text{pg cell}^{-1} \text{day}^{-1}}{\text{cell x day}}$</td>
<td>$c_v$</td>
<td>\textit{glycolipid production rate by tumor cells}</td>
</tr>
<tr>
<td>$d_G$</td>
<td>$\frac{0.00}{\text{day}}$</td>
<td>$\frac{1}{7}$</td>
<td>\textit{glycolipid degradation rate}</td>
</tr>
<tr>
<td>$l_I$</td>
<td>$\frac{1.00 \text{pg cell}^{-1} \text{day}^{-1}}{\text{cell x day}}$</td>
<td>$c_v$</td>
<td>\textit{rate of IL-6 production by stromal cells}</td>
</tr>
<tr>
<td>$e_I$</td>
<td>$\frac{1 \times 10^{10} \text{cells ml}^{-1}}{\text{mL}}$</td>
<td>$c_v$</td>
<td>\textit{half-saturation constant}</td>
</tr>
<tr>
<td>$s$</td>
<td>$\frac{7.7 \times 10^{10} \text{cells ml}^{-1}}{\text{mL}}$</td>
<td>$c_v$</td>
<td>\textit{constant stromal cell density}</td>
</tr>
<tr>
<td>$d_I$</td>
<td>$\frac{0.00}{\text{day}}$</td>
<td>$\frac{1}{7}$</td>
<td>\textit{rate of IL-6 degradation}</td>
</tr>
<tr>
<td>$l_F$</td>
<td>$\frac{1.00 \text{pg cell}^{-1} \text{day}^{-1}}{\text{cell x day}}$</td>
<td>$c_v$</td>
<td>\textit{rate of IFN-γ production by immune cells}</td>
</tr>
<tr>
<td>$e_F$</td>
<td>$\frac{1 \times 10^{10} \text{cells ml}^{-1}}{\text{mL}}$</td>
<td>$c_v$</td>
<td>\textit{half-saturation constant}</td>
</tr>
<tr>
<td>$\alpha$</td>
<td>$\frac{1.33 \times 10^{-6} \text{mL pg}^{-1}}{\text{mL}}$</td>
<td>$c_v$</td>
<td>\textit{inhibitory parameter}</td>
</tr>
<tr>
<td>$d_F$</td>
<td>$\frac{2.16}{\text{day}}$</td>
<td>$\frac{1}{7}$</td>
<td>\textit{rate of IFN-γ degradation}</td>
</tr>
</tbody>
</table>
In Section 3.1, we stated that we wanted the starting values to correspond to a stable, healthy, tumor-free individual before being afflicted with the disease. Therefore, the tumor-free equilibrium of the system was calculated and used as the initial conditions. All values agreed with those in Table 2.3 except for \( N(0) \), which was \( 1.23 \times 10^7 \text{cells ml}^{-1} \) at equilibrium. This is the value that was actually used in the model.

### 2.2 Estimation of Parameters

Due to the lack of available data, certain parameter estimates had to be made.

MGUS begins with a single clone. Since the volume of the active bone marrow of a healthy 35 year old adult male is approximately 1042 ml (see [35]), then the initial cell density of tumor cells is

\[
T(0) = \frac{1 \text{cell}}{1042 ml} = 9.60 \times 10^{-4} \text{cells ml}^{-1}
\]
The total marrow cellularity of a healthy adult consists of approximately \(0.7 - 0.9 \times 10^{12}\) cells (see [39]), so \(0.8 \times 10^{12}\) cells will be used for this estimate. An average of 1.3% of these cells are plasma cells (see [45]). Therefore, an adult bone marrow consists of approximately

\[
(0.013)(0.8 \times 10^{12}) = 1.04 \times 10^{10}\text{ plasma cells}
\]

This value will be used later to calculate the carrying capacity \(K_N\) of bone marrow plasma cells and the initial plasma cell density at the onset of the disease \(N(0)\).

We will assume that \(E(0) = 0\), since initially, no adaptive immune response has been triggered by the tumor. Adaptive immune system cells that existed prior to the tumor will not detect and hence will not attack the newly formed tumor.

\(K(0)\) was obtained as follows:

The \(K\) cell population consists of \(NKT\) cells, \(NK\) cells, and macrophages. According to [20], \(HNK1^+\) (human natural killer) cells generally make up less that 1% and never greater that 2% of all nucleated bone marrow cells. Therefore, 1% was used as the percent of \(NKT\) cells in the bone marrow. 1% was used as the percent of \(NK\) cells in the bone marrow, since according to [32], \(NK\) precursor cells make up approximately 1% of all bone marrow progenitor cells. According to [79], 0 – 2% of all nucleated bone marrow cells are macrophages, so we used 1% for our estimate.
Using a bone marrow cellularity of \(0.8 \times 10^{12}\) cells, we get

\[
\text{number of NKT cells} = (0.01)(0.8 \times 10^{12}) = 0.8 \times 10^{10} \text{ cells}
\]

\[
\text{number of NK cells} = (0.01)(0.8 \times 10^{12}) = 0.8 \times 10^{10} \text{ cells}
\]

\[
\text{number of macrophages} = (0.01)(0.8 \times 10^{12}) = 0.8 \times 10^{10} \text{ cells}
\]

Since, the \(K\) cell population consists of NKT cells, NK cells, and macrophages, then by adding the above, we get \(2.4 \times 10^{10}\) cells in the \(K\) cell population initially.

Expressed as a cell density, we get

\[
\begin{align*}
K(0) &= \frac{2.4 \times 10^{10} \text{ cells}}{1042 \text{ ml}} = 2.30 \times 10^7 \frac{\text{cells}}{\text{ml}}
\end{align*}
\]

This value will also be used as the carrying capacity \(K_k\) of the \(K\) cell population (in the absence of \(IFN-\gamma\)).

We will assume that \(P(0) = 0\), \(G(0) = 0\), and \(F(0) = 0\). \(I(0)\) was obtained as follows:

The seventh equation of the system is

\[
\frac{dI}{dt} = l_i \left( 1 + \frac{T}{e_i + T} \right) s - d_i I,
\]

where \(s\) is assumed to be constant.
For a healthy individual \((T = 0)\), this equation becomes

\[
\frac{dI}{dt} = l_Is - d_I I
\]

Finding the equilibrium gives the steady-state background density of \(IL - 6\) at the onset of the disease. We will use this as the value of \(I(0)\).

\[
l_Is - d_I I(0) = 0
\]

\[
\Longrightarrow l_Is = d_I I(0)
\]

\[
\Longrightarrow I(0) = \frac{l_Is}{d_I}
\]

Substituting \(l_I = \frac{1.0 \text{pg}}{\text{cells} \times \text{day}}\), \(d_I = \frac{10}{\text{day}}\), and \(s = \frac{7.7 \times 10^4 \text{cells}}{\text{ml}}\) (obtained later in the discussion of the seventh equation), gives

\[
I(0) = \frac{(1.0)(7.7 \times 10^4)}{(10)} = 7.70 \times 10^3 \frac{\text{pg}}{\text{ml}}
\]

In the first equation, the birth rate of tumor cells in response to \(IL - 6\) is given by \(k_T\). The value of this parameter was calculated from the growth rate of MGUS cells given in \([97]\), since this growth rate can be attributed mainly to the influence of \(IL - 6\). It was obtained by taking the reciprocal of the mean myeloma cell generation time (1 cell generated in 2.29 days \(\Longrightarrow\) birth rate = \(\frac{1}{2.29\text{day}} = \frac{44}{\text{day}}\)). For the value of the half-saturation of \(IL - 6\) (which was not available) given by \(c_T\), the half-saturation of \(IL - 2\) during effector cell proliferation given in \([3]\) was used.
Next, the carrying capacity \( K_T \) of tumor cells needed to be calculated. Patients with MGUS maintain an elevated plasma cell count (sometimes for years), but are not classified as having MM until a certain threshold is reached. This value is 10% plasma cells in the bone marrow (see [67]). The corresponding cell number is

\[
(0.10)(0.8 \times 10^{12}) = 8.0 \times 10^{10} \text{ cells}
\]

which corresponds to a plasma cell density of

\[
\frac{8.0 \times 10^{10} \text{cells}}{10^{42} \text{ml}} = 7.7 \times 10^7 \text{cells/ml}
\]

We have been using a bone marrow cellularity of \( 0.8 \times 10^{12} \) cells, which corresponds to a bone marrow cell density of

\[
\frac{8 \times 10^{12}}{10^{42}} = 7.68 \times 10^8 \text{cells/ml}
\]

This will be used as the bone marrow carrying capacity.

In the MM case, besides having greater than 10% plasma cells, the patients also exhibit osteolytic bone lesions (which make room for more tumor cells) and other complications (see [67]). The patient is classified as having \textit{smoldering MM} if he has a greater that 10% plasma cell content, but none of the other complications (see [67], [62]).
Therefore, assuming that osteolytic bone lesions have not occurred yet, the carrying capacity of tumor cells cannot exceed the bone marrow carrying capacity and therefore should lie somewhere between $7.7 \times 10^7$ and $7.68 \times 10^8 \text{cells/ml}$. This agrees with the fact that clinical presentation of MM usually occurs from $10^{11}$ to $10^{12}$ cells (see [97]), which is equivalent to a cell density between $9.60 \times 10^7$ and $9.60 \times 10^8 \text{cells/ml}$. For now, the lower value will be used. This is approximately equal to the 10% total bone marrow plasma cell content which is the threshold value that distinguishes MGUS from MM. At a later time in the analysis of the model, the value can be increased numerically to see if the outcome is altered.

Therefore, let the carrying capacity of tumor cells be set to

$$K_T = 7.7 \times 10^7 \text{cells/ml}$$

The parameter value of $d_T$, corresponding to the destruction rate of tumor cells by cells of the innate (K) and adaptive (E) immune system, and the half-saturation constant $g_T$, were obtained from [3].

In the second equation, in order to estimate the values of the influx of normal bone marrow plasma cells $l_N$ as the patient ages and the carrying capacity $K_N$, several observations had to be made. As mentioned earlier, antibody-secreting plasma cells are produced in response to an invading pathogen. Therefore, rather than a constant influx into the bone marrow, each time a person is exposed to an infection (or cancer in our case), new plasma cells are produced to combat it.
However, the best that can be done in this model is to determine an average influx rate $l_N$ of bone marrow plasma cells throughout the person’s lifetime.

According to [99], the number of Ig-G containing cells increases rapidly until the third decade of an individual’s life and gradually until the ninth decade. The number of Ig-A containing cells increases rapidly during the first decade, moderately until the sixth decade, and levels off after the seventh decade. The number of Ig-M containing cells increases slightly until the third decade and levels off thereafter. This behavior is captured qualitatively by the second equation. In our model, the time $t = 0$ represents the time at the onset of the disease, when the first MGUS cell appears, where time is measured in days. Since the bone marrow volume of a 35 year old adult male was used to calculate densities and, as noted above, the increase of the number of bone marrow plasma cells slows down after the third decade, we will assume an adult age of 35 years.

In [99], human bone marrow specimens were obtained from different groups, observed under a microscope, and the number of immunoglobulin containing cells were counted. The values of $l_N$ and $K_N$ will be obtained from the graph in Figure 1, on page 246 of this paper, as follows:

In the second equation

$$\frac{dN}{dt} = l_N \left( 1 - \frac{N}{K_N} - \frac{T}{K_T} \right)$$
Let $T = 0$ for a healthy individual and solve the differential equation to get

\[
\frac{dN}{dt} = l_N - \frac{l_N}{K_N} N
\]

\[\Rightarrow \frac{dN}{dt} + \frac{l_N}{K_N} N = l_N \]

\[\Rightarrow e^{\frac{l_N}{K_N} t} \frac{dN}{dt} + \frac{l_N}{K_N} e^{\frac{l_N}{K_N} t} N = l_N e^{\frac{l_N}{K_N} t} \]

\[\Rightarrow \frac{d}{dt} \left( e^{\frac{l_N}{K_N} t} N \right) = l_N e^{\frac{l_N}{K_N} t} \]

\[\Rightarrow e^{\frac{l_N}{K_N} t} N = K_N e^{\frac{l_N}{K_N} t} + C, \text{ where } C \text{ is a constant} \]

\[\Rightarrow \]

\[N = K_N + C e^{-\frac{l_N}{K_N} t} \quad (2.2)\]

To obtain the values of $K_N$, $C$, and $l_N$ from the graph mentioned above, the plot of age versus plasma cell count corresponding to Ig-G containing plasma cells will be used, since many multiple myelomas are of the type that contain Ig-G. In the graph, the x-axis contains age intervals. For our estimates, the greatest integer less than or equal to the midpoint of each interval was used. For the interval $\geq 80$, 84 was used. Estimates for the points were obtained by overlaying a transparent grid over a blown-up copy of the graph and rounding to the nearest integer. Table 2.4 contains this information.
The numbers in the third column of Table 2.4 represent the number of plasma cells counted per unit field under a microscope. We need the density of plasma cells in the bone marrow. However, we can assume that the numbers given in the table are representative of the entire population. As stated earlier, we will use an adult (assumed to be 35 years old) plasma cell count of $1.04 \times 10^{10}$ cells. If we equate this with 13 plasma cells per unit field obtained from the table (corresponding to an age of 35), we get the following ratio of cells in the bone marrow per cells per unit field

$$\frac{1.04 \times 10^{10}}{13} = 8.00 \times 10^8 \frac{\text{cells in BM}}{\text{cells per unit field}}$$

Using this conversion factor gives the entries in the fourth column. The densities in the last column were obtained by dividing each entry in the fourth column by 1042 ml (the volume of the active bone marrow for a 35 year old healthy adult male) as done before on several occasions.
For the carrying capacity of normal bone marrow plasma cells, we will use the last entry in the table corresponding to \( \geq 80 \) years of age. So we have

\[
K_N = 1.23 \times 10^7 \text{cells/ml}
\]

Our goal is to approximate these experimentally obtained points by equation (2.2).

In the following derivation, we have to keep in mind that \( N(t_i) \) denotes the normal plasma cell density at \( t_i \) years of age. In this case \( N(0) \) denotes the cell density at birth, in contrast to the model, where \( N(0) \) denotes the cell density at the onset of the disease.

To estimate the influx \( l_N \) of normal bone marrow plasma cells, we will use the first, second, fourth, sixth, eighth, and tenth points from Table 2.4, since these give a smoother curve. These values are given in Table 2.5.

<table>
<thead>
<tr>
<th>( t_i )</th>
<th>( N(t_i) )</th>
</tr>
</thead>
<tbody>
<tr>
<td>.5</td>
<td>( 3.84 \times 10^6 )</td>
</tr>
<tr>
<td>3</td>
<td>( 5.37 \times 10^6 )</td>
</tr>
<tr>
<td>14</td>
<td>( 9.21 \times 10^6 )</td>
</tr>
<tr>
<td>34</td>
<td>( 9.98 \times 10^6 )</td>
</tr>
<tr>
<td>54</td>
<td>( 1.07 \times 10^7 )</td>
</tr>
<tr>
<td>74</td>
<td>( 1.15 \times 10^7 )</td>
</tr>
</tbody>
</table>
Returning to equation (2.2)

\[ N(t_i) = K_N + Ce^{-\frac{l_N}{K_N}t_i}, \] where the value of \( K_N \) and points \((t_i, N(t_i))\) for

\[ i = 1, \ldots, 6 \] are known

\[ \implies K_N - N(t_i) = -Ce^{-\frac{l_N}{K_N}t_i}, \text{ where } K_N - N(t_i) > 0 \forall i \]

\[ \implies \ln(K_N - N(t_i)) = \ln(-C) - \frac{l_N}{K_N}t_i \]

\[ \implies f(t_i) = \Gamma - \frac{l_N}{K_N}t_i, \text{ where } f(t_i) = \ln(K_N - N(t_i)) \text{ and } \Gamma = \ln(-C) \]

A least squares approximation is used to determine the values of \( \Gamma \) (and hence \( C \)) and \( l_N \) that best fit the experimental data.

Let

\[ F(\Gamma, l_N) = \sum_{i=1}^{6} \left[ \Gamma - \frac{l_N}{K_N}t_i - f(t_i) \right]^2 \]

The values of \( \Gamma \) and \( l_N \) that minimize \( F \) will satisfy

\[
\frac{\partial F}{\partial \Gamma} = \sum_{i=1}^{6} \left[ \Gamma - \frac{l_N}{K_N}t_i - f(t_i) \right] = 0
\]

\[ \implies 6\Gamma - \frac{1}{K_N} \left( \sum_{i=1}^{6} t_i \right) l_N - \sum_{i=1}^{6} f(t_i) = 0 \]

and
\[
\frac{\partial F}{\partial l_N} = \sum_{i=1}^{6} \left[ \Gamma - \frac{l_N}{K_N} t_i - f(t_i) \right] \frac{t_i}{K_N} = 0
\]

\[\Rightarrow \frac{1}{K_N} \left( \sum_{i=1}^{6} t_i \right) \Gamma - \frac{1}{K_N} \left( \sum_{i=1}^{6} t_i^2 \right) l_N - \frac{1}{K_N} \sum_{i=1}^{6} t_i f(t_i) = 0\]

\[\Rightarrow \left( \sum_{i=1}^{6} t_i \right) \Gamma - \frac{1}{K_N} \left( \sum_{i=1}^{6} t_i^2 \right) l_N - \sum_{i=1}^{6} t_i f(t_i) = 0\]

Therefore, the following system needs to be solved for \(\Gamma\) and \(l_N\)

\[
\begin{cases}
6\Gamma - \frac{1}{K_N} \left( \sum_{i=1}^{6} t_i \right) l_N - \sum_{i=1}^{6} f(t_i) = 0 \\
\left( \sum_{i=1}^{6} t_i \right) \Gamma - \frac{1}{K_N} \left( \sum_{i=1}^{6} t_i^2 \right) l_N - \sum_{i=1}^{6} t_i f(t_i) = 0
\end{cases}
\tag{2.3}
\]

Substituting the values of \(t_i\) and \(f(t_i) = \ln(K_N - N(t_i))\) for \(i = 1, \ldots, 6\) (obtained from Table 2.5) and \(K_N = 1.23 \times 10^7\) gives

\[
\sum_{i=1}^{6} t_i = 179.5
\]

\[
\sum_{i=1}^{6} t_i^2 = 9753.25
\]

\[
\sum_{i=1}^{6} f(t_i) = 89.180871
\]
\[ \sum_{i=1}^{6} t_i f(t_i) = 2540.0347 \]

Using these values in system (2.3) and solving the system gives

\[ l_N = 359075.87 \frac{\text{cells}}{\text{ml} \times \text{year}} \]

and

\[ \Gamma = 15.736841 \]

\[ \implies \ln(-C) = 15.736841 \]

\[ \implies C = -e^{15.736841} \]

\[ \implies C = -6830039.4 \]

Therefore, the experimental data can be approximated by the function

\[ N = K_N + Ce^{-\frac{l_N}{K_N} t}, \text{ where } K_N = 1.23 \times 10^7 \frac{\text{cells}}{\text{ml}}, C = -6830039.4, \]

and \[ l_N = 359075.87 \frac{\text{cells}}{\text{ml} \times \text{year}} \]
That is

\[ N = 1.23 \times 10^7 - 6830039.4e^{-0.0291931t} \]

In our model, as noted earlier, \( N(0) \) denotes the normal plasma cell density at the onset of the disease. MGUS occurs in 1\% of the population over age 50, 3\% over age 70 (see [67]), and in 10\% of the population in their tenth decade (see [62]). Therefore, since MGUS usually occurs later in the life of an individual, we will assume in our model that the onset of the disease occurs at 70 years of age. At \( t = 70 \) years of age, the above equation gives

\[ N(70) = 1.14 \times 10^7 \text{cells ml}^{-1} \]

So in our model, the normal plasma cell density at the onset of the disease (at \( t = 0 \) days) is given by

\[ N(0) = 1.14 \times 10^7 \text{cell ml}^{-1} \]

We determined that \( l_N = 359075.87 \text{cells ml}^{-1} \text{year}^{-1} \). However, in our model, \( t = \text{days from onset of disease} \). Therefore, we need \( l_N \) to be in units \( \text{cells ml}^{-1} \text{day}^{-1} \). Ignoring leap years and assuming 365 days per year, we can rewrite \( l_N \) in the desired units by multiplying it by \( \frac{1 \text{year}}{365 \text{days}} \). This gives

\[ l_N = 983.77 \text{cells ml}^{-1} \text{day}^{-1} \]
In the third equation, the net proliferation rate of innate immune system cells is given by 
\[ r_K = k_K - d_K, \]
where \( k_K \) is the maximum proliferation rate and \( d_K \) is the death rate. The values of these parameters where obtained from effector cell proliferation and death rates given in [3]. The carrying capacity \( K_K \) of the innate immune system cell population \( K \) (in the absence of \( IFN - \gamma \)) was set equal to the initial value \( K(0) \), as mentioned earlier. Note that we are allowing this tumor-free carrying capacity to be exceeded if more \( K \) cells are recruited (due to the presence of \( IFN - \gamma \)) to fight the tumor. The second term contains parameters \( k_{KE} \) and \( e_{KE} \), which are also found in the fourth equation. For recruitment parameter \( k_{KE} \), the value given in [105] as the maximum recruitment rate (\( \frac{100 \text{cells}}{\text{ml} \times \text{sec}} = 8.64 \times 10^6 \text{cells} \text{ml} \times \text{day} \)) was used. The half-saturation of \( IFN - \gamma \), given by \( e_{KE} \) was obtained from the half-saturation of \( IFN - \gamma \) during the activation of resting macrophages given in [96].

In the fourth equation, parameters \( k_{KE} \) and \( e_{KE} \) are as in the third equation above. The inhibitory parameter \( \beta \) represents the decrease in the number of reactive adaptive immune system cells (specifically \( CD4^+T \) cells) due to the presence of soluble M-protein produced by tumor cells, as discussed earlier. \( \beta \) was obtained as follows:

\[ T_{max} \text{ occurs when } T = K_T. \] Let \( T = K_T \) and solve the fifth equation for \( P \) to obtain \( P_{max} \).

\[
\frac{dP}{dt} = l_P T - d_P P
\]

\[
\Rightarrow \frac{dP}{dt} = l_P K_T - d_P P
\]
\[ \Rightarrow \frac{dP}{dt} + d_P P = l_P K_T \]

\[ \Rightarrow e^{d_P t} \frac{dP}{dt} + d_P e^{d_P t} P = l_P K_T e^{d_P t} \]

\[ \Rightarrow \frac{d}{dt} (e^{d_P t} P) = l_P K_T e^{d_P t} \]

\[ \Rightarrow e^{d_P t} P = \frac{l_P K_T}{d_P} e^{d_P t} + C, \text{ where } C \text{ is a constant} \]

\[ \Rightarrow P = \frac{l_P K_T}{d_P} + C e^{-d_P t} \]

\[ P(0) = 0 \Rightarrow C = -\frac{l_P K_T}{d_P} \]

Therefore,

\[ P = \frac{l_P K_T}{d_P} - \frac{l_P K_T}{d_P} e^{-d_P t} \]

\[ \Rightarrow P = \frac{l_P K_T}{d_P} (1 - e^{-d_P t}) \]

Substituting \( l_P = \frac{14.5 \, \text{pg}}{\text{cells} \times \text{day}}, \quad K_T = \frac{7.7 \times 10^7 \, \text{cells}}{\text{ml}}, \text{ and } d_P = \frac{1172}{\text{day}} \) (where parameters \( l_P \) and \( d_P \) will be explained later in the discussion of the fifth equation) gives

\[ P = \frac{(14.5)(7.7 \times 10^7)}{1172} (1 - e^{-1172t}) \]

\[ \Rightarrow P = 9.53 \times 10^9 (1 - e^{-1172t}) \, \text{pg/ml} \]
As \( t \to \infty \), \( P \to 9.53 \times 10^9 \). So \( P_{\text{max}} = 9.53 \times 10^9 \, \text{pg/ml} \)

The \( E \) cell population consists of \( CTL \) and \( CD4^+T \) cells, where \( CTL \) cells make up approximately .037 of the total bone marrow cellularity and \( CD4^+T \) cells make up approximately .038 of the total bone marrow cellularity (see [20]). Since they occur in roughly the same amount, we can say that approximately one half of the \( E \) cell population consists of \( CD4^+T \) cells. We assume that at \( P = P_{\text{max}} \), all the reactive \( CD4^+T \) cells are deleted (as discussed earlier). Therefore, we assume that at \( P = P_{\text{max}} \), the \( E \) cell population decreases to \(.5E\), leaving only \( CTL \) cells. So to find \( \beta \), we solve

\[
\frac{1}{1 + \beta P_{\text{max}}} = .5
\]

\[\implies \beta = \frac{\frac{1}{2} - 1}{P_{\text{max}}}\]

\[\implies \beta = \frac{1}{P_{\text{max}}}\]

Substituting \( P_{\text{max}} = 9.53 \times 10^9 \, \text{pg/ml} \), gives

\[
\beta = \frac{1}{9.53 \times 10^9}
\]

\[\implies \beta = 1.05 \times 10^{-10} \, \text{ml/pg}\]
The value of parameter $d_E$, which represents the rate of decrease of adaptive immune system cells, was obtained from the effector cell death rate given in [3]. This parameter is used to represent the fact that, as mentioned earlier, adaptive immunity decreases over time if no longer exposed to the tumor.

In the fifth equation, $l_P$ and $d_P$ represent the rate of M-protein production by tumor cells and degradation, respectively. The values of these parameters were obtained from [97]. For $l_P$, the mean synthetic rate was used, and for $d_P$, the mean of the fractional catabolic rates given in Table I in the cited paper was used.

In the sixth equation, $l_G$ and $d_G$ represent the rate of glycolipid production by tumor cells and degradation, respectively. Neither of these rates were available. To estimate the rate of glycolipid production by tumor cells, the amount of glycolipid ($LacCer$) produced by leukocytes when stimulated with $HDL_3$ was used. This was calculated from the data given in [63] as follows:

$LacCer$ has a molecular weight of 880. In the above experiment, 40 flasks, each with a volume of 2.5 milliliters were used, and .2 milligrams of $HDL_3$ per milliliter was used. Before incubation,

$$\frac{1.2\mu mol \ LacCer}{1g \ HDL_3}$$

was present. So the initial density of $LacCer$ is given by

$$\frac{1.2\mu mol \ LacCer}{1g \ HDL_3} \times \frac{1g \ HDL_3}{1\times 10^4 mg \ HDL_3} \times \frac{.2mg \ HDL_3}{1ml} = \frac{24\mu mol \ LacCer}{1\times 10^4 ml}$$
In picograms per milliliter, this becomes

\[
\frac{24 \mu\text{mol LacCer}}{1 \times 10^3 \text{ml}} \times \frac{1 \times 10^{-6} \mu\text{mol LacCer}}{1 \mu\text{mol LacCer}} \times \frac{880 \text{g LacCer}}{1 \text{mol LacCer}} \times \frac{1 \times 10^{12} \text{pg LacCer}}{1 \text{g LacCer}} = 2.11 \times 10^5 \frac{\text{pg LacCer}}{\text{ml}}
\]

Incubation with leukocytes (\(10^7\) cells/ml in 40 flasks of volume 2.5 ml each) for 18 hours (.75 days) at 37° C, resulted in

\[
\frac{5.0 \mu\text{mol LacCer}}{1 \text{g HDL}_3}
\]

So the final density of LacCer after .75 days is given by

\[
\frac{5.0 \mu\text{mol LacCer}}{1 \text{g HDL}_3} \times \frac{1 \text{g HDL}_3}{1 \times 10^3 \text{mg HDL}_3} \times \frac{2 \text{mg HDL}_3}{1 \text{ml}} = \frac{1 \mu\text{mol LacCer}}{1 \times 10^3 \text{ml}}
\]

In picograms per milliliter, this becomes

\[
\frac{1 \mu\text{mol LacCer}}{1 \times 10^4 \text{ml}} \times \frac{1 \times 10^{-6} \mu\text{mol LacCer}}{1 \mu\text{mol LacCer}} \times \frac{880 \text{g LacCer}}{1 \text{mol LacCer}} \times \frac{1 \times 10^{12} \text{pg LacCer}}{1 \text{g LacCer}} = 8.80 \times 10^5 \frac{\text{pg LacCer}}{\text{ml}}
\]

Therefore, the increase in LacCer content in .75 days is

\[8.80 \times 10^5 - 2.11 \times 10^5 = 6.69 \times 10^5 \frac{\text{pg LacCer}}{\text{ml}}\]
The leukocyte density is $10^7$ cells/ml, so the $\text{LacCer}$ production per cell is given by

$$\frac{6.69 \times 10^7 \text{pg LacCer}}{\text{ml}} \times \frac{1 \text{ml}}{1 \times 10^7 \text{cells}} = \frac{6.69 \times 10^{-2} \text{pg LacCer}}{\text{cells}}$$

Therefore, the rate of $\text{LacCer}$ production by leukocytes stimulated by $\text{HDL}_3$ is given by

$$\frac{6.69 \times 10^{-2} \text{pg}}{7.75 \text{cells} \times \text{da}} = 8.92 \times 10^{-2} \frac{\text{pg}}{\text{cells} \times \text{da}}$$

This is the value used for parameter $l_G$ in the model.

For the glycolipid degradation rate, $d_G$, the average turnover rate (percent degradation) of blood group glycolipid A-6-2 given in [4] was used. This value is $\frac{283}{\text{day}}$.

In the seventh equation, $l_I$ represents the rate of $\text{IL} - 6$ production by bone marrow stromal cells. This was calculated from the data given in Table 2 in [103]. First, for six patients, the average $\text{IL} - 6$ production by bone marrow stromal cells per day was calculated to be

$$\text{avg} = \frac{17 + 264 + 360 + 410 + 152 + 44}{6} = 207.8 \frac{\text{pg}}{\text{ml \times day}} = 207.8 \times 10^3 \frac{\text{pg}}{\text{ml \times day}}$$

The bone marrow stromal cell density used in the above experiment ([103]) was

$$\frac{2 \times 10^4 \text{cells}}{100 \text{ul}} = \frac{2 \times 10^5 \text{cells}}{\text{ml}}$$
Therefore, the rate of $IL - 6$ production is given by

$$l_I = \frac{207.8 \times 10^3 \text{pg}}{\text{ml} \times \text{day}} \times \frac{1 \text{ml}}{2 \times 10^6 \text{cells}} = 1.0 \frac{\text{pg}}{\text{cells} \times \text{day}}$$

For $e_I$ (which was not available), the half-saturation constant for self-limiting $IL - 2$ production under similar circumstances given in [3] was used.

A constant stromal cell density $s$ is assumed. The frequency of fibroblast colony-forming cells in the bone marrow is approximately $10^{-4}$ (see [92]). So the number of bone marrow stromal cells is approximately

$$(10^{-4})(.8 \times 10^{12}) = 8.0 \times 10^7 \text{ cells}$$

This gives a constant stromal cell density of

$$s = \frac{8.0 \times 10^7 \text{cells}}{10^4 \text{ml}} = 7.7 \times 10^4 \frac{\text{cells}}{\text{ml}}$$

For the rate of $IL - 6$ degradation $d_I$ (which was not available), the value corresponding to $IL - 2$ degradation obtained from [3] was used.

In the eighth equation, parameter $l_F$ represents the rate of $IFN - \gamma$ production by cells of the innate and adaptive immune system in response to the presence of the tumor and $d_F$ represents the degradation of $IFN - \gamma$. The values of $l_F$ and $d_F$ were obtained from [96]. Parameter $e_F$ (which was not available) is a half-saturation
constant due to the fact that the process is self-limiting. For this parameter, the half-saturation constant for self-limiting \( IL - 2 \) production under similar circumstances given in [3] was used. Parameter \( \alpha \) represents the inhibition of \( IFN - \gamma \) production by cells of the innate immune system (specifically \( NKT \) cells) due to the presence of tumor-derived glycolipids (as discussed earlier). This parameter was obtained as follows:

\( T_{max} \) occurs when \( T = K_T \), so let \( T = K_T \) in the sixth equation and solve it for \( G \) to obtain \( G_{max} \).

\[
\frac{dG}{dt} = l_G T - d_G G
\]

\[
\Rightarrow \frac{dG}{dt} = l_G K_T - d_G G
\]

\[
\Rightarrow \frac{dG}{dt} + d_G G = l_G K_T
\]

\[
\Rightarrow e^{d_G t} \frac{dG}{dt} + d_G e^{d_G t} G = l_G K_T e^{d_G t}
\]

\[
\Rightarrow \frac{d}{dt} (e^{d_G t} G) = l_G K_T e^{d_G t}
\]

\[
\Rightarrow e^{d_G t} G = \frac{l_G K_T}{d_G} e^{d_G t} + C, \text{ where } C \text{ is a constant}
\]

\[
\Rightarrow G = \frac{l_G K_T}{d_G} + C e^{-d_G t}
\]
\[
G(0) = 0 \implies C = -\frac{l_G K_T}{d_G}
\]

Therefore,
\[
G = \frac{l_G K_T}{d_G} - \frac{l_G K_T}{d_G} e^{-d_G t}
\]

\[
\implies G = \frac{l_G K_T}{d_G} (1 - e^{-d_G t})
\]

Substituting \(l_G = 8.92 \times 10^{-2} \text{pg cells/day}\), \(K_T = 7.7 \times 10^7 \text{cells/ml}\), and \(d_G = 283 \text{day}\) gives

\[
G = \frac{(8.92 \times 10^{-2})(7.7 \times 10^7)}{(283)} (1 - e^{-0.283t})
\]

\[
\implies G = 2.43 \times 10^7 (1 - e^{-0.283t}) \frac{\text{pg}}{\text{ml}}
\]

As \(t \to \infty\), \(G \to 2.43 \times 10^7\). So \(G_{\text{max}} = 2.43 \times 10^7 \text{ pg/ml}\).

The \(K\) cell population consists of \(MAC\), \(NKT\) cells, and \(NK\) cells, and each of these make up .01 of the total bone marrow cellularity (see [79, 20, 32], resp.). If \(K\) denotes the density of the \(K\) cell population, then this population consists of roughly \(\frac{1}{3} K\) \(MAC\), \(\frac{1}{3} K\) \(NKT\), and \(\frac{1}{3} K\) \(NK\) cells. \(NK\) and \(NKT\) cells, which account for \(\frac{2}{3}\) of the \(K\) cell population, produce \(IFN - \gamma\). Therefore, if there are no tumor-derived glycolipids in the system \((G = 0)\), \(\frac{2}{3} K\) cells contribute to \(IFN - \gamma\) production. As mentioned earlier, tumor-derived glycolipids cause a dysfunction in the ability of \(NKT\) cells to produce \(IFN - \gamma\). The cells are not destroyed, many simply lose their ability
to produce IFN-\(\gamma\). According to [18], the number of glycolipid reactive IFN-\(\gamma\)-producing cells drops from a mean of 65 per \(10^6\) peripheral blood mononuclear cells in healthy controls to a mean of 1.8 per \(10^6\) in patients with progressive myeloma. Therefore, we assume that at \(G = G_{\text{max}}\), the number of IFN-\(\gamma\)-producing NKT cells is

\[
\frac{1.8}{65} \times \text{(number of NKT cells)}
\]

\[= .03 \times \text{(number of NKT cells)}\]

Since the density of NKT cells is \(\frac{1}{3}K\), then we assume that at \(G = G_{\text{max}}\), the IFN-\(\gamma\)-producing NKT cell subpopulation decreases from \(\frac{1}{3}K\) to (.03)(\(\frac{1}{3}K\)).

So to find \(\alpha\), we solve

\[
\frac{1}{1 + \alpha G_{\text{max}}} = .03
\]

\[\Rightarrow \alpha = \frac{\frac{1}{0.03} - 1}{G_{\text{max}}} = \frac{32.33}{G_{\text{max}}}\]

Substituting \(G_{\text{max}} = 2.43 \times 10^7 \text{ pg/ml}\), gives

\[
\alpha = \frac{32.33}{2.43 \times 10^7}
\]

\[\Rightarrow \alpha = 1.33 \times 10^{-6}\]
2.3 Nondimensionalization of the System

The first equation of system (2.1):

\[
\frac{dT}{dt} = \frac{k_T I}{e_T + I} \left( 1 - \frac{T + N}{K_T} \right) T - \frac{d_T (K + E) T}{g_T + T}
\]

Let \( I^* = \frac{I}{K_I} \), where \( K_I = \frac{l_I s}{d_I} \). Then, \( I^* \) is nondimensional. The reason for this choice will become apparent during the nondimensionalization of the seventh equation.

The first term becomes

\[
\frac{k_T I}{e_T + I} \left( 1 - \frac{T + N}{K_T} \right) T = \frac{k_T}{e_T} \frac{I}{K_I} \left( 1 - \frac{T + N}{K_T} \right) T = \frac{k_T I^*}{e_T K_I + I^*} \left( 1 - \frac{T + N}{K_T} \right) T
\]

So the above equation becomes

\[
\frac{dT}{dt} = \frac{k_T I^*}{e_T K_I + I^*} \left( 1 - \frac{T + N}{K_T} \right) T - \frac{d_T (K + E) T}{g_T + T}
\]

\[
= \frac{k_T I^*}{e_T K_I + I^*} \left( 1 - \frac{T}{K_T} - \frac{N}{K_T} \right) T - \frac{d_T (K + E) T}{g_T + T}
\]

Let \( T^* = \frac{T}{K_T} \) \( \Rightarrow \) \( \frac{dT^*}{dt} = \frac{1}{K_T} \frac{dT}{dt} \) and \( N^* = \frac{N}{K_T} \), both nondimensional.
Dividing by $K_T$ gives

$$\frac{1}{K_T} \frac{dT}{dt} = \frac{k_T I^*}{g_T K_T} \left( 1 - \frac{T}{K_T} - \frac{N}{K_T} \right) \frac{T}{K_T} - \frac{d_T (K + E)}{K_T} \frac{T}{K_T}$$

$$\Rightarrow \frac{dT^*}{dt} = \frac{k_T I^*}{g_T K_T} + I^* (1 - T^* - N^*) T^* - d_T (K^* + E^*) T^*$$

Let $K^* = \frac{K}{K_T}$ and $E^* = \frac{E}{K_T}$, which are both nondimensional.

Then, we get

$$\frac{dT^*}{dt} = \frac{k_T I^*}{g_T K_T} + I^* (1 - T^* - N^*) T^* - d_T (K^* + E^*) T^*$$

Dividing by $k_T$ gives

$$\frac{1}{k_T} \frac{dT^*}{dt} \frac{I^*}{g_T K_T} + I^* (1 - T^* - N^*) T^* - d_T (K^* + E^*) T^*$$
We want \( \frac{1}{k_T} \frac{d}{dt} = \frac{d}{dt^*} \). In order to obtain this, let \( t = \frac{1}{k_T} t^* \). Then, by the Chain Rule, \( \frac{d}{dt^*} = \frac{d}{dt} \frac{dt}{dt^*} = \frac{1}{k_T} \frac{d}{dt} \).

Therefore, the nondimensional version of the first equation of system (2.1) is given by

\[
\frac{dT^*}{dt^*} = \frac{I^*}{\frac{dI}{I^*}} + I^*(1 - T^* - N^*)T^* - \frac{dT}{k_T}(K^* + E^*) \frac{T^*}{\frac{gT}{k_T} + T^*}
\]

(2.4)

The second equation of system (2.1):

\[
\frac{dN}{dt} = l_N \left( 1 - \frac{N}{K_N} - \frac{T}{K_T} \right)
\]

Recall that \( N^* = \frac{N}{K_T} \Rightarrow \frac{dN^*}{dt} = \frac{1}{K_T} \frac{dN}{dt} \) and \( T^* = \frac{T}{K_T} \). So this equation becomes

\[
\frac{dN}{dt} = l_N \left[ 1 - \frac{\left( \frac{N}{K_T} \right)}{\left( \frac{K_N}{K_T} \right)} - \frac{T}{K_T} \right] = l_N \left[ 1 - \frac{K_T}{K_N} N^* - T^* \right]
\]
Dividing by $K_T$ gives

\[
\frac{1}{K_T} \frac{dN}{dt} = \frac{l_N}{K_T} \left[ 1 - \frac{K_T}{K_N} N^* - T^* \right]
\]

\[
\Rightarrow \frac{dN^*}{dt} = \frac{l_N}{K_T} \left[ 1 - \frac{K_T}{K_N} N^* - T^* \right]
\]

Dividing by $k_T$ gives

\[
\frac{1}{k_T} \frac{dN^*}{dt} = \frac{l_N}{k_T K_T} \left[ 1 - \frac{K_T}{K_N} N^* - T^* \right]
\]

\[
\Rightarrow \frac{dN^*}{d t^*} = \frac{l_N}{k_T K_T} \left[ 1 - \frac{K_T}{K_N} N^* - T^* \right]
\]

It would be desirable to express $l_N$ in terms of a new variable $k_N$ of dimension $\frac{1}{t}$. This will simplify the analysis of time scales later on. To achieve this end, let $k_N = \frac{l_N}{K_T}$. Then, $l_N = k_N K_N$, so the equation becomes

\[
\frac{dN^*}{d t^*} = \frac{k_N K_N}{k_T K_T} \left[ 1 - \frac{K_T}{K_N} N^* - T^* \right]
\]

Therefore, the nondimensional version of the second equation of system (2.1) is given by

\[
\frac{dN^*}{d t^*} = \frac{k_N}{k_T} \left( \frac{K_N}{K_T} - N^* - \frac{K_N}{K_T} T^* \right)
\] (2.5)
The third equation of system (2.1):

\[
\frac{dK}{dt} = r_K \left( 1 - \frac{K}{K_K} \right) K + \frac{k_{KE}F}{\epsilon_{KE} + F}
\]

Let \( F^* = \frac{F}{K_F} \), where \( K_F = \frac{l_F K_T}{d_F} \). Then, \( F^* \) is nondimensional. The reason for this choice of \( F^* \) will become apparent during the nondimensionalization of the eighth equation.

The second term becomes

\[
\frac{k_{KE}F}{\epsilon_{KE} + F} = \frac{k_{KE}F}{K_F} + \frac{F}{K_F} = \frac{k_{KE}F^*}{\epsilon_{KE}K_F + F^*}
\]

So the above equation becomes

\[
\frac{dK}{dt} = r_K \left( 1 - \frac{K}{K_K} \right) K + \frac{k_{KE}F^*}{\epsilon_{KE}K_F + F^*}
\]

Recall that \( K^* = \frac{K}{K_T} \Rightarrow \frac{dK^*}{dt} = \frac{1}{K_T} \frac{dK}{dt} \) and \( K = K^*K_T \). So dividing by \( K_T \) gives

\[
\frac{1}{K_T} \frac{dK}{dt} = r_K \left( 1 - \frac{K}{K_K} \right) \frac{K}{K_T} + \frac{k_{KE}F^*}{\epsilon_{KE}K_F + F^*}
\]
\[ \frac{dK^*}{dt} = r_K \left( 1 - \frac{K}{K^*} \right) K^* + \frac{k_{KE}}{K_T} \frac{F^*}{e_{KE}} + F^* \]

\[ = r_K \left( 1 - \frac{K_T K^*}{K_K} \right) K^* + \frac{k_{KE}}{K_T} \frac{F^*}{e_{KE}} + F^* \]

Dividing by \( k_T \) gives

\[ \frac{1}{k_T} \frac{dK^*}{dt} = \frac{r_K}{k_T} \left( 1 - \frac{K_T K^*}{K_K} \right) K^* + \frac{k_{KE}}{k_T} \frac{F^*}{e_{KE}} + F^* \]

Therefore, the nondimensional version of the third equation of system (2.1) is given by

\[ \frac{dK^*}{dt^*} = \frac{r_K}{k_T} \left( 1 - \frac{K_T}{K_K} \right) K^* + \frac{k_{KE}}{k_T} \frac{F^*}{e_{KE}} + F^* \]

\[ = \frac{r_K}{k_T} \left( 1 - \frac{K_T}{K_K} \right) K^* + \frac{k_{KE}}{k_T} \frac{F^*}{e_{KE} \frac{1}{l_f K_T}} + F^* \]

Therefore, the nondimensional version of the third equation of system (2.1) is given by

\[ \frac{dK^*}{dt^*} = \frac{r_K}{k_T} \left( 1 - \frac{K_T}{K_K} \right) K^* + \frac{k_{KE}}{k_T} \frac{F^*}{e_{KE} \frac{1}{l_f K_T}} + F^* \] (2.6)
The fourth equation of system (2.1):

\[
\frac{dE}{dt} = \frac{k_{KE}F}{(e_{KE} + F)(1 + \beta P)} - d_E E
\]

Recall that \( F^* = \frac{F}{K_F} \), where \( K_F = \frac{l_F K_T}{d_F} \).

The first term becomes

\[
\frac{k_{KE}F}{(e_{KE} + F)(1 + \beta P)} = \frac{k_{KE}F}{K_F} \left( \frac{e_{KE}}{K_F} + \frac{F}{K_F} \right) (1 + \beta P) = \frac{k_{KE}F^*}{(\frac{e_{KE}}{K_F} + F^*)(1 + \beta P)}
\]

So the above equation becomes

\[
\frac{dE}{dt} = \frac{k_{KE}F^*}{(\frac{e_{KE}}{K_F} + F^*)(1 + \beta P)} - d_E E
\]

Recall that \( E^* = \frac{E}{K_T} \), \( \frac{dE^*}{dt} = \frac{1}{K_T} \frac{dE}{dt} \).

Dividing by \( K_T \) gives

\[
\frac{1}{K_T} \frac{dE}{dt} = \frac{k_{KE}F^*}{K_T(\frac{e_{KE}}{K_F} + F^*)(1 + \beta P)} - d_E \frac{E}{K_T}
\]
\[ \Rightarrow \frac{dE^*}{dt} = \frac{k_{KE}F^*}{K_T\left(\frac{e_{KE}}{K_F} + F^*\right)(1 + \beta P)} - \frac{d_E E^*}{k_T} \]

Dividing by \( k_T \) gives

\[ \frac{k_{KE}E^*}{k_T} \frac{dt}{dt} = \frac{k_{KE}}{k_TK_T} \frac{F^*}{\left(\frac{e_{KE}}{K_F} + F^*\right)(1 + \beta P)} - \frac{d_E E^*}{k_T} \]

\[ \Rightarrow \frac{dE^*}{dt^*} = \frac{k_{KE}}{k_TK_T} \left(\frac{e_{KE}}{K_F} + F^*\right)(1 + \beta P) - \frac{d_E E^*}{k_T} \]

Let \( P^* = \frac{P}{K_P} \), where \( K_P = \frac{L_P K_T}{d_P} \). Then, \( P^* \) is nondimensional. The reason for this choice of \( P^* \) will become apparent during the nondimensionalization of the fifth equation. Also, recall that \( K_F = \frac{L_F K_T}{d_F} \). Then, the equation becomes

\[ \frac{dE^*}{dt^*} = \frac{k_{KE}}{k_TK_T} \left(\frac{e_{KE}}{K_F} + F^*\right) \left(1 + \beta\left(\frac{L_P K_T}{d_P}\right)P^*\right) - \frac{d_E E^*}{k_T} \]
Therefore, the nondimensional version of the fourth equation of system (2.1) is given by

\[ \frac{dE^*}{dt^*} = \frac{k_{KE}}{k_T K_T} \left( \frac{F^*}{l_p K_T} + F^* \right) (1 + \beta \frac{l_p K_E}{d_p} P^*) - \frac{dE}{k_T} E^* \]  

(2.7)

The fifth equation of system (2.1):

\[ \frac{dP}{dt} = l_p T - d_P P \]

Recall that \( T^* = \frac{T}{K_T} \).

At equilibrium, we get

\[ l_p T - d_P P = 0 \implies P = \frac{l_p}{d_P} T \]

\[ = \frac{l_p K_T}{d_P} T^* \]

Let \( K_P = \frac{l_p K_T}{d_P} \), which has dimension \( \frac{m}{v} \), and \( P^* = \frac{P}{K_P} \), which is nondimensional.

Then, \( \frac{dP^*}{dt} = \frac{1}{K_P} \frac{dP}{dt} \). So if \( T^* \) is an equilibrium value, then \( P^* = T^* \) are terms of the same order.
Going back to the original equation, we have

\[ \frac{dP}{dt} = l_P T - d_P P \]

\[ = l_P K_T T^* - d_P P \]

Dividing by \( K_P \) gives

\[ \frac{1}{K_P} \frac{dP}{dt} \left( \frac{K_T}{K_P} T^* - \frac{P}{K_P} \right) \implies \frac{dP^*}{dt} = \frac{l_P K_T}{K_P} T^* - d_P P^* \]

\[ = \frac{l_P K_T}{(l_P K_T/d_P)} T^* - d_P P^* \]

\[ = d_P T^* - d_P P^* \]

\[ = d_P (T^* - P^*) \]

Dividing by \( k_t \) gives

\[ \frac{1}{k_t} \frac{dP^*}{dt} = \frac{d_P}{k_T} (T^* - P^*) \]

Therefore, the nondimensional version of the fifth equation of system (2.1) is given by

\[ \frac{dP^*}{dt^*} = \frac{d_P}{k_T} (T^* - P^*) \] \hspace{1cm} (2.8)
The sixth equation of system (2.1):

\[ \frac{dG}{dt} = l_G T - d_G G \]

Recall that \( T^* = \frac{T}{K_T} \).

At equilibrium, we get

\[ l_G T - d_G G = 0 \implies G = \frac{l_G}{d_G} T = \frac{l_G}{d_G} K_T T^* \]

Let \( K_G = \frac{l_G K_T}{d_G} \), which has dimension \( \frac{m}{v} \), and \( G^* = \frac{G}{K_G} \), which is nondimensional. Then, \( \frac{dG^*}{dt} = \frac{1}{K_G} \frac{dG}{dt} \).

Going back to the original equation, we have

\[ \frac{dG}{dt} = l_G T - d_G G = l_G K_T T^* - d_G G \]
Dividing by $K_G$ gives

\[
\frac{1}{K_G} \frac{dG}{dt} = \frac{l_G K_T}{K_G} T^* - d_G \frac{G}{K_G} \implies \frac{dG^*}{dt} = \frac{l_G K_T}{K_G} T^* - d_G G^*
\]

\[
= \frac{l_G K_T}{\left(\frac{l_G K_T}{d_G}\right)} T^* - d_G G^*
\]

\[
= d_G T^* - d_G G^*
\]

\[
= d_G (T^* - G^*)
\]

Dividing by $k_t$ gives

\[
\frac{1}{k_T} \frac{dG^*}{dt} = \frac{d_G}{k_T} (T^* - G^*)
\]

Therefore, the nondimensional version of the sixth equation of system (2.1) is given by

\[
\frac{dG^*}{dt^*} = \frac{d_G}{k_T} (T^* - G^*)
\]

The seventh equation of system (2.1):

\[
\frac{dI}{dt} = l_I \left(1 + \frac{T}{e_I + T}\right) s - d_I I
\]

Recall that $T^* = \frac{T}{K_T}$. 
At equilibrium, we get

\[ l_I \left(1 + \frac{7T}{e_I + T} \right) s - d_I I = 0 \implies I = \frac{l_I s}{d_I} \left(1 + \frac{7T}{e_I + T} \right) \]

\[ = \frac{l_I s}{d_I} \left(1 + \frac{7T}{e_I/K_T + T} \right) \]

\[ = \frac{l_I s}{d_I} \left(1 + \frac{7T^*}{e_I/K_T + T^*} \right) \]

Let \( K_I = \frac{l_I s}{d_I} \), which has dimension \( \frac{m}{v} \), and \( I^* = \frac{I}{K_I} \), which is nondimensional. Then,

\[ \frac{dI^*}{dt} = \frac{1}{K_I} \frac{dI}{dt}. \]

Going back to the original equation, we have

\[ \frac{dI}{dt} = l_I \left(1 + \frac{7T}{e_I + T} \right) s - d_I I \]

\[ = l_I \left(1 + \frac{7T^*}{e_I/K_T + T^*} \right) s - d_I I \]
Dividing by $K_I$ gives

\[
\frac{1}{K_I} \frac{dI}{dt} = \frac{l_Is}{K_I} \left( 1 + \frac{7T^*}{\frac{e_I}{K_T} + T^*} \right) - d_I \frac{I}{K_I} \quad \Rightarrow \quad \frac{dI^*}{dt} = \frac{l_Is}{K_I} \left( 1 + \frac{7T^*}{\frac{e_I}{K_T} + T^*} \right) - d_I I^*
\]

\[
= \frac{l_Is}{\left( \frac{l_Is}{d_I} \right)} \left( 1 + \frac{7T^*}{\frac{e_I}{K_T} + T^*} \right) - d_I I^*
\]

\[
= d_I \left( 1 + \frac{7T^*}{\frac{e_I}{K_T} + T^*} \right) - d_I I^*
\]

\[
= d_I \left( 1 + \frac{7T^*}{\frac{e_I}{K_T} + T^*} - I^* \right)
\]

Dividing by $k_T$ gives

\[
\frac{1}{k_T} \frac{dI^*}{dt} = \frac{d_I}{k_T} \left( 1 + \frac{7T^*}{\frac{e_I}{K_T} + T^*} - I^* \right)
\]

Therefore, the nondimensional version of the seventh equation of system (2.1) is given by

\[
\frac{dI^*}{dt} = \frac{d_I}{k_T} \left( 1 + \frac{7T^*}{\frac{e_I}{K_T} + T^*} - I^* \right)
\]  

(2.10)
The eighth and last equation of system (2.1):

\[
\frac{dF}{dt} = \frac{l_F}{e_F + T} \left( \frac{1}{3} K + \frac{1}{3} \frac{1}{1 + \alpha G} K + E \right) - d_F F
\]

Recall that \( T^* = \frac{T}{K_T}, \ K^* = \frac{K}{K_T}, \ E^* = \frac{E}{K_T}, \) and \( G^* = \frac{G}{K_G}, \) where \( K_G = \frac{l_G K_T}{d_G}. \)

At equilibrium, we get

\[
\frac{l_F}{e_F + T} \left( \frac{1}{3} K + \frac{1}{3} \frac{1}{1 + \alpha G} K + E \right) T - d_F F = 0
\]

\[
\Rightarrow F = \frac{l_F T}{d_F (e_F + T)} \left( \frac{1}{3} K + \frac{1}{3} \frac{1}{1 + \alpha G} K + E \right)
\]

\[
= \frac{l_F}{d_F} \frac{T}{e_F + T} \left( \frac{1}{3} K + \frac{1}{3} \frac{1}{1 + \alpha G} K + E \right)
\]

\[
= \frac{l_F}{d_F} \frac{T^*}{e_F K_T + T^*} \left( \frac{1}{3} K + \frac{1}{3} \frac{1}{1 + \alpha G} K + E \right)
\]

\[
= \frac{l_F}{d_F} \frac{1}{3} K_T K^* + \frac{1}{3} \frac{1}{1 + \alpha K_G G^*} K_T E^* \right) \frac{T^*}{e_F K_T + T^*}
\]

\[
= \frac{l_F K_T}{d_F} \left( \frac{1}{3} K^* + \frac{1}{3} \frac{1}{1 + \alpha K_G G^*} + E^* \right) \frac{T^*}{e_F K_T + T^*}
\]

Let \( K_F = \frac{l_F K_T}{d_F}, \) which has dimension \( \frac{m}{v}, \) and \( F^* = \frac{F}{K_F}, \) which is nondimensional.

Then, \( \frac{dF^*}{dt} = \frac{1}{K_F} \frac{dF}{dt}. \)
Going back to the original equation, we have

\[
\frac{dF}{dt} = \frac{l_F}{e_F + T} \left( \frac{1}{3} K + \frac{1}{3 + \alpha G} K + E \right) T - d_F F
\]

\[
= l_F \left( \frac{1}{3} K + \frac{1}{3 + \alpha G} K + E \right) T^* \frac{e_F}{K_T} + T^* - d_F F
\]

\[
= l_F \left( \frac{1}{3} K_T K^* + \frac{1}{3 + \alpha K_G G^*} + K_T E^* \right) T^* \frac{e_F}{K_T} + T^* - d_F F
\]

\[
= l_F K_T \left( \frac{1}{3} K^* + \frac{1}{3 + \alpha K_G G^*} + E^* \right) T^* \frac{e_F}{K_T} + T^* - d_F F
\]

Dividing by \(K_F\) gives

\[
\frac{1}{K_F} \frac{dF}{dt} = \frac{l_F K_T}{K_F} \left( \frac{1}{3} K^* + \frac{1}{3 + \alpha K_G G^*} + E^* \right) T^* \frac{e_F}{K_T} + T^* - d_F \frac{F}{K_F}
\]

\[
\Rightarrow \frac{dF^*}{dt} = \frac{l_F K_T}{K_F} \left( \frac{1}{3} K^* + \frac{1}{3 + \alpha K_G G^*} + E^* \right) T^* \frac{e_F}{K_T} + T^* - d_F F^*
\]

\[
= \frac{l_F K_T}{\left( \frac{e_F}{K_T} \right)} \left( \frac{1}{3} K^* + \frac{1}{3 + \alpha K_G G^*} + E^* \right) T^* \frac{e_F}{K_T} + T^* - d_F F^*
\]

\[
= d_F \left( \frac{1}{3} K^* + \frac{1}{3 + \alpha K_G G^*} + E^* \right) T^* \frac{e_F}{K_T} + T^* - d_F F^*
\]
Dividing by \( k_T \) gives

\[
\frac{1}{k_T} \frac{dF^*}{dt} = \frac{dF}{k_T} \left( \frac{1}{3} K^* + \frac{1}{3} \frac{K^*}{1 + \alpha K_G G^*} + E^* \right) \frac{T^*}{\frac{e_p}{k_T} + T^*} - \frac{dF}{k_T} F^*
\]

\[
\Rightarrow \frac{dF^*}{dt^*} = \frac{dF}{k_T} \left( \frac{1}{3} K^* + \frac{1}{3} \frac{K^*}{1 + \alpha \frac{t_e K_L}{d_G} G^*} + E^* \right) \frac{T^*}{\frac{e_p}{k_T} + T^*} - \frac{dF}{k_T} F^*
\]

Therefore, the nondimensional version of the eighth equation of system (2.1) is given by

\[
\frac{dF^*}{dt^*} = \frac{dF}{k_T} \left( \frac{1}{3} K^* + \frac{1}{3} \frac{K^*}{1 + \alpha \frac{t_e K_L}{d_G} G^*} + E^* \right) \frac{T^*}{\frac{e_p}{k_T} + T^*} - \frac{dF}{k_T} F^* \tag{2.11}
\]

In summary, using the nondimensionalization in Table 2.6 gives rise to the nondimensional system of differential equations (2.12).

<table>
<thead>
<tr>
<th>Table 2.6: Nondimensional Variables</th>
</tr>
</thead>
<tbody>
<tr>
<td>( T^* = \frac{T}{K_T} )</td>
</tr>
<tr>
<td>( N^* = \frac{N}{K_T} )</td>
</tr>
<tr>
<td>( K^* = \frac{K}{K_T} )</td>
</tr>
<tr>
<td>( E^* = \frac{E}{K_T} )</td>
</tr>
<tr>
<td>( P^* = \frac{P}{K_P} )</td>
</tr>
<tr>
<td>( G^* = \frac{G}{K_G} )</td>
</tr>
<tr>
<td>( I^* = \frac{I}{K_I} )</td>
</tr>
<tr>
<td>( F^* = \frac{F}{K_F} )</td>
</tr>
<tr>
<td>( t^* = k_T t )</td>
</tr>
</tbody>
</table>
where \( K_P = \frac{t_P K_T}{d_P} \), \( K_G = \frac{t_G K_T}{d_G} \), \( K_I = \frac{t_I s}{d_I} \), and \( K_F = \frac{t_F K_T}{d_F} \),

\[
\begin{align*}
\frac{dT^*}{dt^*} &= \frac{I^*}{d_{eF} + I^*} (1 - T^* - N^*) T^* - \frac{d_T}{k_T} (K^* + E^*) \frac{T^*}{k_T + T^*} \\
\frac{dN^*}{dt^*} &= \frac{k_N}{k_T} \left( \frac{K_N}{K_T} - N^* - \frac{K_N}{K_T} T^* \right) \\
\frac{dK^*}{dt^*} &= \frac{r_K}{k_T} \left( 1 - \frac{K_T}{K_K} K^* \right) K^* + \frac{k_{KE}}{k_T K_T} \frac{F^*}{d_{eKE} + F^*} \\
\frac{dE^*}{dt^*} &= \frac{k_{KE}}{k_T K_T} \frac{F^*}{d_{eKE} + F^*} (1 + \frac{t_P}{d_P} P^*) - \frac{d_E}{k_T} E^* \\
\frac{dP^*}{dt^*} &= \frac{d_P}{k_T} (T^* - P^*) \\
\frac{dG^*}{dt^*} &= \frac{d_G}{k_T} (T^* - G^*) \\
\frac{dI^*}{dt^*} &= \frac{d_I}{k_T} \left( 1 + \frac{7T^*}{k_T} + T^* - I^* \right) \\
\frac{dF^*}{dt^*} &= \frac{d_F}{k_T} \left( \frac{1}{3} K^* + \frac{1}{3} \frac{K^*}{1 + \frac{t_G}{d_G} G^*} + E^* \right) \frac{T^*}{k_T + T^*} - \frac{d_F}{k_T} F^*
\end{align*}
\]
Chapter 3

Analysis of the Model

The behavior of the system will be analyzed numerically with the aid of several software packages, including *XPPAUT*, *Matlab* and *Maple*. Also, the system will be studied analytically to see what results can be obtained. However, before this can be done, the number of equations must be reduced in order to make it more manageable.

Numerical tests were performed on the original system (2.1), whenever possible, and repeated on the reduced and/or nondimensionalized systems to verify their accuracy at capturing the dynamics.

3.1 Initial Conditions

Consider the tumor-free state of the original system (2.1) obtained by setting $T = 0$ and finding the equilibria of the resulting system.
\[ \frac{dN}{dt} = l_N \left( 1 - \frac{N}{K_N} \right) = 0 \implies N = K_N = 1.23 \times 10^7 \]

\[ \frac{dK}{dt} = r_K \left( 1 - \frac{K}{K_K} \right) K + \frac{k_{KE}F}{e_{KE} + F} = 0 \]

\[ \implies r_K \left( 1 - \frac{K}{K_K} \right) K = 0 , \]

since \( F(0) = 0 \) and \( T \equiv 0 \implies \frac{dF}{dt} = 0 \), so \( F \equiv 0 \)

\[ \implies K = 0 \text{ or } K = K_K = 2.30 \times 10^7 \]

\( K = 0 \) represents immune system failure, since it indicates that the individual has no innate immunity, and \( K = 2.30 \times 10^7 \text{ cells/ml} \) corresponds to a healthy individual with a normal immune system and therefore, this was the value that was used for \( K(0) \).

\[ \frac{dE}{dt} = \frac{k_{KE}F}{(e_{KE} + F)(1 + \beta P)} - d_E E = 0 \implies E = 0 \), since \( F \equiv 0 \)

\[ \frac{dP}{dt} = -d_P P = 0 \implies P = 0 \]

\[ \frac{dG}{dt} = -d_G G = 0 \implies G = 0 \]

\[ \frac{dI}{dt} = l_I s - d_I I = 0 \implies I = \frac{l_I s}{d_I} = \frac{(1.0)(7.7 \times 10^4)}{10} = 7.7 \times 10^3 \]

\[ \frac{dF}{dt} = -d_F F = 0 \implies F = 0 \]
These values correspond to a stable, healthy, tumor-free individual before being afflicted with the disease and are good starting values for the model.

By comparing the equilibrium values just obtained with the initial conditions in Table 2.3, we can see that they pretty much agree. For the remainder of the analysis, the newly obtained equilibrium values above, along with \( T(0) = 9.60 \times 10^{-4} \) (as given in Table 2.3), will be used as the initial conditions of the system. These values are summarized in Table 3.1.

Table 3.1: New Initial Conditions

<table>
<thead>
<tr>
<th>Variable</th>
<th>Initial Value</th>
</tr>
</thead>
<tbody>
<tr>
<td>( T(0) )</td>
<td>( 9.60 \times 10^{-4} ) cells/ml</td>
</tr>
<tr>
<td>( N(0) )</td>
<td>( 1.23 \times 10^7 ) cells/ml</td>
</tr>
<tr>
<td>( K(0) )</td>
<td>( 2.30 \times 10^7 ) cells/ml</td>
</tr>
<tr>
<td>( E(0) )</td>
<td>( ) cells/ml</td>
</tr>
<tr>
<td>( P(0) )</td>
<td>( ) pg/ml</td>
</tr>
<tr>
<td>( G(0) )</td>
<td>( ) pg/ml</td>
</tr>
<tr>
<td>( I(0) )</td>
<td>( 7.70 \times 10^3 ) pg/ml</td>
</tr>
<tr>
<td>( F(0) )</td>
<td>( ) pg/ml</td>
</tr>
</tbody>
</table>

The corresponding nondimensional version of the initial conditions can be obtained from Table 3.1 by using the nondimensionalization in Table 2.6 as follows:

\[
T^*(0) = \frac{T(0)}{K_T} = \frac{9.60 \times 10^{-4}}{7.7 \times 10^7} = 1.25 \times 10^{-11}
\]

\[
N^*(0) = \frac{N(0)}{K_T} = \frac{1.23 \times 10^7}{7.7 \times 10^7} = .16
\]
\[ K^*(0) = \frac{K(0)}{K_T} = \frac{2.30 \times 10^7}{7.7 \times 10^7} = .30 \]

\[ E^*(0) = \frac{E(0)}{K_T} = 0 \]

\[ P^*(0) = \frac{P(0)}{K_P} = 0 \]

\[ G^*(0) = \frac{G(0)}{K_G} = 0 \]

\[ I^*(0) = \frac{I(0)}{K_I} = \frac{I(0)}{\frac{li_t}{d_t}} = \frac{(7.7 \times 10^3)(10)}{(1)(7.7 \times 10^4)} = 1 \]

\[ F^*(0) = \frac{F(0)}{K_F} = 0 \]

These are summarized in Table 3.2.

**Table 3.2: Nondimensional Version of Initial Conditions**

<table>
<thead>
<tr>
<th>Variable</th>
<th>Initial Value</th>
</tr>
</thead>
<tbody>
<tr>
<td>( I^*(0) )</td>
<td>( 1.25 \times 10^{-11} )</td>
</tr>
<tr>
<td>( N^*(0) )</td>
<td>.16</td>
</tr>
<tr>
<td>( K^*(0) )</td>
<td>.30</td>
</tr>
<tr>
<td>( E^*(0) )</td>
<td>0</td>
</tr>
<tr>
<td>( P^*(0) )</td>
<td>0</td>
</tr>
<tr>
<td>( G^*(0) )</td>
<td>0</td>
</tr>
<tr>
<td>( I^*(0) )</td>
<td>1</td>
</tr>
<tr>
<td>( F^*(0) )</td>
<td>0</td>
</tr>
</tbody>
</table>
3.2 Preliminary Numerical Results

The system appears to be stiff. *Stiffness* is a phenomenon sometimes exhibited by a system when some of its components are changing much more rapidly than others. In order to accurately solve the equations of such a system using classical numerical methods, it is necessary to take an extremely small integration step size, slowing down the calculations tremendously. In these cases, an *adaptive step size integrator* should be used. A numerical integration method of this type varies the step size as necessary. For instance, a small step size is used during periods of rapid change and a larger step size is used during periods of slower change. Due to the apparent stiffness of the system, it became necessary to use the adaptive stepsize integrator _Gear_, available in _XPPAUT_.

Numerical results based on the original system (2.1) revealed that either of several parameters had to be varied (sometimes several orders of magnitude) to obtain sustained tumor growth. One such parameter in question, half-saturation constant $g_T$ (refer to Figure 3.1), is suspected of possibly being wrong for two reasons. First, it was estimated from a generic model [3] and not calculated for this model specifically. Second, the *law of mass action* does not apply initially, since the model begins with only one tumor cell ($\frac{9.60 \times 10^{-4}}{ml}$) in the entire $BM$ and many immune cells distributed over the entire BM. So the tumor and immune cells are not uniformly distributed throughout the $BM$. Therefore, the last term

$$\frac{d_T(K + E)T}{g_T + T}$$
in the first equation in system (2.1) was modified. Suppose the units of \(K\), \(E\) and \(T\) are cells rather than cell densities. Then, a way in which to obtain a more realistic result will be as follows. Since immune cells are restricted by the speed at which they can move, not all cells in the \(BM\) attack the tumor simultaneously. Only cells within a small volume surrounding the tumor cell can attack it in one day. According to [53], page 496, leukocytes move \(2 - 20 \frac{\mu m}{min}\). If we let

\[
r = \frac{2 \times 10^{-6} m}{min} = .29 \frac{cm}{day}
\]

and

\[
V = \frac{4}{3} \pi (29)^3 = .10 cm^3
\]

then only immune cells within this volume surrounding the tumor cell can attack the cell in one day. So the fraction of \(BM\) cells that can attack each tumor cell in one day is

\[
\frac{V}{V_{BM}} = \frac{.10 ml}{1042 ml} = 9.6 \times 10^{-5}
\]

So initially, we want to replace \(K + E\) by \(9.6 \times 10^{-5}(K + E)\) to reduce the number of immune cells that attack the tumor cell. Replacing \(g_T\) in the denominator by

\[
\frac{1}{9.6 \times 10^{-5} g_T} = (1.04 \times 10^4)(1 \times 10^5 \frac{cells}{ml}) = 1.04 \times 10^9 \frac{cells}{ml}
\]

has the desired effect, and when \(T\) is large, this change is negligible.

This value is of the same order of magnitude as a value such as \(3.5 \times 10^9\) or \(5 \times 10^9\) which gives sustained tumor growth according to the numerical experiments.
that were performed, as indicated in Figure 3.1. Since there is no way to medically
determine the time it takes for the sharp increase in $T$ starting from the time that the
first tumor cell appears, we cannot determine which value gives a more biologically
realistic result. When $g_T = 3.4 \times 10^9$, the figure seems to indicate that there is no
tumor growth. However, calculating the equilibria using Maple (done in greater detail
later) yields a positive tumor equilibrium of $T = 5.924491790 \times 10^7$. So decreasing
$g_T$ delays the increase of $T$. However, $g_T$ has a threshold effect on $T$. Performing the
same equilibria calculation using $g_T = 1 \times 10^5$ results in no positive tumor equilibrium
and hence no tumor growth. From this point on, we chose to use

$$g_T = 5 \times 10^9 \text{cells/ml}$$

![Figure 3.1: Plot of T versus time t for various values of $g_T$, using system (2.1).](image)

Other numerical tests showed the expected behavior of the system. For instance,
Figure 3.2 shows an initial increase in the number of $E$ cells as the immune system
tries to fight the tumor, followed by a decrease in the number of $E$ cells due to an
increase in M-protein. Also shown is a decrease in $IFN - \gamma (F)$ as the immune
system tries to fight the tumor, followed by a decrease in $IFN - \gamma$ due to the effects
of tumor-derived glycolipids ($G$) and M-protein ($P$). Interestingly, the reduction in $IFN-\gamma$ production due to the tumor-derived glycolipids (which cause a disfunction in the ability of $NKT$ cells to produce $IFN-\gamma$) is not as significant as expected. This is probably due to the fact that other immune cells also produce $IFN-\gamma$. However, the reduction in the number of $E$ cells due to the increase in M-protein causes a more significant drop in the production of $IFN-\gamma$.

Repeating the same numerical tests on the nondimensional system (2.12) revealed no change in the qualitative behavior of the system.
Figure 3.2: Plots of $T$, $N$, $K$, $E$, $P$, $G$, $I$, and $F$ versus time $t$, using system (2.1).

3.3 Reduction of the Original System

In order to work with the system analytically, the number of equations must first be reduced. We will begin by working with the original system (2.1). Note that the
fifth and sixth equations are simple compared to the rest. Assuming that they are at equilibrium should not affect the outcome much, other than perhaps causing the loss of the built-in time delay, so events might occur at an earlier time, but the behavior should remain qualitatively the same. We will assume that both equations are at equilibrium and perform numerical tests to see if these assumptions are valid. This gives

\[
\frac{dP}{dt} = l_P T - d_P P = 0 \implies P = \frac{l_P}{d_P} T \tag{3.1}
\]

and

\[
\frac{dG}{dt} = l_G T - d_G G = 0 \implies G = \frac{l_G}{d_G} T \tag{3.2}
\]

This will eliminate the fifth and sixth equations of the system.

Substituting (3.1) and (3.2) into the fourth and eighth equations of system (2.1) gives

\[
\frac{dE}{dt} = \frac{k_{KE} F}{(e_{KE} + F)(1 + \frac{\delta F}{d_P} T)} - d_E E \tag{3.3}
\]

and

\[
\frac{dF}{dt} = \frac{l_F}{e_F + T} \left(\frac{1}{3} K + \frac{1}{3} \frac{\delta G}{d_G} T + E\right) T - d_F F \tag{3.4}
\]
Making these changes in system (2.1) gives rise to the following simpler system:

\[
\begin{align*}
\frac{dT}{dt} &= \frac{k_T I}{e_T + I} \left(1 - \frac{T + N}{K_T}\right) T - \frac{d_T (K + E) T}{g_T + T} \\
\frac{dN}{dt} &= l_N \left(1 - \frac{N}{K_N} - \frac{T}{K_T}\right) \\
\frac{dK}{dt} &= r_K \left(1 - \frac{K}{K_K}\right) K + \frac{k_{KE} F}{e_{KE} + F} \\
\frac{dE}{dt} &= \frac{k_{KE} F}{(e_{KE} + F)(1 + \frac{\beta l_P}{d_P} T)} - d_E E \\
\frac{dI}{dt} &= l_I \left(1 + \frac{7T}{e_I + T}\right) s - d_I I \\
\frac{dF}{dt} &= \frac{l_F}{e_F + T} \left(\frac{1}{3} K + \frac{1}{3} + \frac{1}{d_G} \frac{\partial G}{\partial T} K + E\right) T - d_F F
\end{align*}
\]  

(3.5)

Numerical tests revealed no change in the qualitative behavior of the above reduced system.
Next, we will compare time scales using nondimensional system (2.12) to see if a time scale argument can be used to justify applying a pseudo-equilibrium hypothesis (assuming that some processes reach equilibrium much sooner that others) in order to reduce the system further. After substituting parameter values into the nondimensional system (2.12) using Maple, we obtain the following:
\[
\begin{align*}
\frac{dT^*}{dt^*} &= I^*(1 - T^* - N^*)T^* - \frac{2.272727273(K^* + E^*)T^*}{2.5974029597 + I^* - 64.93506494 + T^*}, \\
\frac{dN^*}{dt^*} &= .00002904368358 - .0001818181818N^* - .00002904368358T^*, \\
\frac{dK^*}{dt^*} &= .2045454545(1 - 3.347826087K^*)K^* + \frac{.2550177096F^*}{3.927272727 \times 10^{-8} + F^*}, \\
\frac{dE^*}{dt^*} &= \frac{.2550177096F^*}{(3.927272727 \times 10^{-8} + F^*)(1 + 1.000277304P^*)} - .06818181818E^*, \\
\frac{dP^*}{dt^*} &= .2663636364T^* - .2663636364P^*, \\
\frac{dG^*}{dt^*} &= .6431818182T^* - .6431818182G^*, \\
\frac{dI^*}{dt^*} &= 22.72727273 + \frac{159.0909091T^*}{.00001298701299 + T^*} - 22.72727273I^*, \\
\frac{dF^*}{dt^*} &= \frac{4.909090909T^*(K^* + K^*)}{.00001298701299 + T^*} - 4.909090909F^*, \\
\end{align*}
\]

From these results, it seems that some processes are occurring at a faster rate than others. This is partly responsible for the stiffness observed in the system. Therefore, we can apply a pseudo-equilibrium hypothesis by assuming that the faster processes
are at equilibrium, since they reach equilibrium at an earlier time than the slower processes. However, since we want to study the interaction between the cancer cells and the immune system, we want to keep the equations for tumor cells \( T \) and for immune cells \( K \) and \( E \) in our system. Therefore, we will only eliminate the \( I \) and \( F \) equations by assuming that the last two equations of the original system (2.1) are at equilibrium. As before, once these changes are applied, numerical tests are performed on the resulting system to make sure that it still behaves the same qualitatively.

Finding the equilibrium values of these equations gives

\[
\frac{dI}{dt} = l_I \left( 1 + \frac{7T}{e_I + T} \right) s - d_I I = 0 \implies I = \frac{l_I}{d_I} \left( 1 + \frac{7T}{e_I + T} \right) s \quad (3.7)
\]

\[
\frac{dF}{dt} = \frac{l_F}{e_F + T} \left( \frac{1}{3} K + \frac{1}{3} \frac{1}{1 + \alpha G} K + E \right) T - d_F F = 0
\]

\[
\implies F = \frac{l_F}{d_F (e_F + T)} \left( \frac{1}{3} K + \frac{1}{3} \frac{1}{1 + \alpha G} K + E \right) T \quad (3.8)
\]
Next, these results are substituted into the first, third and fourth equations of system (2.1). Substituting (3.7) into the first equation gives

\[
\frac{dT}{dt} = \frac{k_T}{e_T + \frac{l_I}{d_I}} \left( 1 + \frac{7T}{e_I + T} \right) s \left( 1 - \frac{T + N}{K_T} \right) T - \frac{d_T(K + E)T}{g_T + T}
\]

\[
= \frac{k_T}{e_T + \frac{l_I}{d_I}} \left( \frac{e_I + 8T}{e_I + T} \right) s \left( 1 - \frac{T + N}{K_T} \right) T - \frac{d_T(K + E)T}{g_T + T}
\]

\[
= \frac{k_T}{e_T + \frac{l_I}{d_I}} \left( \frac{e_I + 8T}{e_I + T} \right) \left[ \frac{e_T d_I}{s l_I} \left( \frac{e_I + T}{e_I + 8T} \right) + 1 \right] s \left( 1 - \frac{T + N}{K_T} \right) T - \frac{d_T(K + E)T}{g_T + T}
\]

\[
= \frac{k_T}{e_T d_I} \left( \frac{e_I + T}{e_I + 8T} \right) + 1 \left( 1 - \frac{T + N}{K_T} \right) T - \frac{d_T(K + E)T}{g_T + T}
\]
Substituting (3.8) into the third equation gives

\[
\frac{dK}{dt} = r_K \left( 1 - \frac{K}{K_K} \right) K + \frac{k_{KE} l_F}{d_F(e_F + T)} \left( \frac{1}{3} K + \frac{1}{3(1 + \alpha G)} K + E \right) T \frac{1}{e_{KE}} + \frac{l_F}{d_F(e_F + T)} \left( \frac{1}{3} K + \frac{1}{3(1 + \alpha G)} K + E \right) T
\]

\[
= r_K \left( 1 - \frac{K}{K_K} \right) K + \frac{k_{KE} l_F}{d_F(e_F + T)} \left( \frac{2K + \alpha GK + 3E + 3\alpha GE}{3(1 + \alpha G)} \right) T
\]

\[
= r_K \left( 1 - \frac{K}{K_K} \right) K + \frac{k_{KE} l_F}{d_F(e_F + T)} \left( \frac{2K + \alpha GK + 3E + 3\alpha GE}{3(1 + \alpha G)} \right) T
\]

by substituting (3.2) for \( G \) as in system (3.5)
Substituting (3.8) into the fourth equation, proceeding as we did above, and then substituting (3.1) for $P$ as in system (3.5) gives

$$\frac{dE}{dt} = \frac{k_{KE}T}{(1 + \beta_{dE}T)} \left[ \frac{3\epsilon_{KE}d_F(e_F + T)}{l_F \left( 2K + \frac{\alpha_{dG}T}{d_G} + \frac{3\alpha_{dG}T}{d_G} \right)} + T \right] - d_E E$$

As mentioned earlier, as a person ages, the number of plasma cells increases slower and levels off later in life. Since the model assumes that the onset of the disease occurs at 70 years of age, the carrying capacity is reached at 84 years of age, and the plasma cell density increases slowly and levels off at these ages, we can assume that the plasma cell density is at equilibrium. Therefore, the number of equations can be reduced further by assuming that the second equation of system (3.5) is at equilibrium. This gives

$$\frac{dN}{dt} = l_N \left( 1 - \frac{N}{K_N} - \frac{T}{K_T} \right) = 0 \implies N = K_N - \frac{K_N T}{K_T}$$

(3.9)
Substituting (3.9) into the first equation gives

\[
\frac{dT}{dt} = \frac{k_T}{e_T d_I \left( \frac{e_I + T}{e_I + 8T} \right)} \left( 1 - \frac{T + (K_N - \frac{K_N}{K_T}) T}{K_T} \right) T - \frac{d_T(K + E)T}{g_T + T}
\]

\[
= \frac{k_T}{e_T d_I \left( \frac{e_I + T}{e_I + 8T} \right)} \left( 1 - \frac{T}{K_T} - \frac{K_N}{K_T} + \frac{K_N}{K_T^2} T \right) T - \frac{d_T(K + E)T}{g_T + T}
\]

Having eliminated the $I$, $F$ and $N$ from the already reduce system (3.5) yields the following reduced system of four equations:

\[
\begin{align*}
\frac{dT}{dt} &= \frac{k_T}{e_T d_I \left( \frac{e_I + T}{e_I + 8T} \right)} \left( 1 - \frac{T}{K_T} - \frac{K_N}{K_T} + \frac{K_N}{K_T^2} T \right) T - \frac{d_T(K + E)T}{g_T + T} \\
\frac{dK}{dt} &= r_K \left( 1 - \frac{K}{K_K} \right) K + \frac{k_{KE} T}{3 e_{KE} d_F (e_F + T) \left( 1 + \frac{\alpha_{EG}}{\alpha_{EG}} T \right) + T} \\
\frac{dE}{dt} &= \frac{k_{KE} T}{\left( 1 + \frac{3 \alpha_{EP}}{d_P} T \right) \left[ \frac{3 e_{KE} d_F (e_F + T) \left( 1 + \frac{\alpha_{EG}}{\alpha_{EG}} T \right) + T}{l_F \left( 2K + \frac{\alpha_{EG}}{\alpha_{EG}} TK + 3E + \frac{3\alpha_{EG}}{\alpha_{EG}} TE \right) + T} \right]} - d_E E
\end{align*}
\]
Again, numerical tests revealed no change in the qualitative behavior of the above reduced system.

3.4 Nondimensionalization of the Reduced System

Using the nondimensionalization in Table 2.6, we get the following:

\[
 t^* = k_T t \quad \Rightarrow \quad t = \frac{1}{k_T} t^* \quad \Rightarrow \quad \frac{d}{dt^*} = \frac{d}{dt} \quad \Rightarrow \quad \frac{d}{dt} = k_T \frac{d}{dt^*}
\]

\[
 T^* = \frac{T}{K_T} \quad \Rightarrow \quad T = K_T T^* \quad \Rightarrow \quad \frac{dT}{dt} = K_T \frac{dT^*}{dt} = k_T K_T \frac{dT^*}{dt^*}
\]

\[
 K^* = \frac{K}{K_T} \quad \Rightarrow \quad K = K_T K^* \quad \Rightarrow \quad \frac{dK}{dT} = K_T \frac{dK^*}{dt} = k_T K_T \frac{dK^*}{dt^*}
\]

\[
 E^* = \frac{E}{K_T} \quad \Rightarrow \quad E = K_T E^* \quad \Rightarrow \quad \frac{dE}{dt} = K_T \frac{dE^*}{dt} = k_T K_T \frac{dE^*}{dt^*}
\]

Substituting these values into the first equation of the reduced system (3.10) gives

\[
k_T K_T \frac{dT^*}{dt^*} = \left( \frac{k_T}{e_T d_I} \left( \frac{e_I}{e_I K_T T^*} + 8 K_T T^* \right) \right) + 1 \left( 1 - T^* - \frac{K_N}{K_T} + \frac{K_N T^*}{K_T} \right) K_T T^*
\]

\[
- \frac{d_T K_T^2 (K^* + E^*) T^*}{g_T + K_T T^*}
\]
\[
\Rightarrow \frac{dT^*}{dt^*} = \frac{1}{e_T d_I \left( e_I + K_T T^* \right)} + 1 \left( 1 - \frac{K_N}{K_T} \right) - \frac{d_T K_T (K^* + E^*) T^*}{k_T (g_T + K_T T^*)}
\]

The third equation of system (3.10) becomes

\[
k_T K_T \frac{dK^*}{dt^*} = r_K \left( 1 - \frac{K_T K^*}{K_K} \right) K_T K^* + \frac{k_{KE} K_T T^*}{3 e_{KE} d_F (e_T + K_T T^*) \left( 1 + \frac{a_{l_G}}{d_G} K_T T^* \right)} + k_{KE} T^*
\]

\[
\Rightarrow \frac{dK^*}{dt^*} = \frac{r_K}{k_T} \left( 1 - \frac{K_T}{K_K} \right) K^* + \frac{k_{KE} T^*}{3 k_T e_{KE} d_F (e_T + K_T T^*) \left( 1 + \frac{a_{l_G} K_T T^*}{d_G} \right)} + k_T K_T T^*
\]
The fourth equation of system (3.10) becomes

\[ k_T K_T \frac{dE^*}{dt^*} = \]

\[
\frac{k_{KE} K_T T^*}{(1 + \frac{\beta l}{d_T} K_T T^*)} \left[ \frac{3e_{KE}d_F(e_F + K_T T^*)}{l_F K_T} \left( 2K^* + \frac{\alpha g}{d_G} K_T T^* K^* + 3E^* + \frac{3\alpha g}{d_G} K_T T^* E^* \right) \right] 
+ K_T T^* \\
- d_E K_T E^* \\
\Rightarrow \frac{dE^*}{dt^*} = \\
\frac{k_{KE} T^*}{(1 + \frac{\beta l}{d_T} K_T T^*)} \left[ \frac{3k_T e_{KE} d_F (e_F + K_T T^*)}{l_F K_T} \left( 2K^* + \frac{\alpha g}{d_G} K_T T^* K^* + 3E^* + \frac{3\alpha g}{d_G} K_T T^* E^* \right) \right] 
+ \frac{k_T K_T T^*}{k_T} \\
- \frac{d_E}{k_T} E^* \]
The resulting equations give the following nondimensional reduced system:

\[
\begin{align*}
\frac{dT^*}{dt^*} &= \left(1 - \frac{K_N}{K_T}\right) - \left(1 - \frac{K_N}{K_T}\right)T^* T^* + \frac{d_T K_T (K^* + E^*) T^*}{k_T (g_T + K_T T^*)} \\
\frac{dK^*}{dt^*} &= \frac{r_K}{k_T} \left(1 - \frac{K_T}{K_K} K^*\right) K^* + \frac{k_{KE} T^*}{3k_T e_{KE} d_F (e_F + K_T T^*) \left(1 + \frac{\alpha l_G K_T T^*}{d_G}\right)} \\
\frac{dE^*}{dt^*} &= \left(1 + \frac{\beta l_F K_T T^*}{d_P}\right) \left[\frac{3k_T e_{KE} d_F (e_F + K_T T^*) \left(1 + \frac{\alpha l_G K_T T^*}{d_G}\right)}{l_F K_T \left(2K^* + \frac{\alpha l_G K_T}{d_G} K^* T^* + 3E^* + \frac{3\alpha l_G K_T}{d_G} E^* T^*\right)} + k_T K_T T^* \right] \left(\frac{k_{KE} T^*}{3k_T e_{KE} d_F (e_F + K_T T^*) \left(1 + \frac{\alpha l_G K_T T^*}{d_G}\right)} \right) - \frac{d_E}{k_T} E^* \\
&= (3.11)
\end{align*}
\]
Once again, numerical tests revealed no change in the qualitative behavior of the above reduced system.

The complex fractions in system (3.11) will be simplified to make the equations easier to handle analytically.

\[
\frac{dT^*}{dt^*} = \left(\left(1 - \frac{K_N}{K_T}\right) - \left(1 - \frac{K_N}{K_T}\right)T^*\right)T^* - \frac{d_T K_T K^* T^* + d_T K_T E^* T^*}{k_T g_T + k_T K_T T^*}
\]

\[
= \frac{sl_I(e_I + 8K_T T^*) \left(\left(1 - \frac{K_N}{K_T}\right) - \left(1 - \frac{K_N}{K_T}\right)T^*\right)T^*}{e_T d_I(e_I + K_T T^*) + sl_I(e_I + 8K_T T^*) - \frac{d_T K_T K^* T^* + d_T K_T E^* T^*}{k_T g_T + k_T K_T T^*}}
\]

\[
= \frac{(sl_I e_I T^* + 8sl_I K_T T^*^2) \left(\left(1 - \frac{K_N}{K_T}\right) - \left(1 - \frac{K_N}{K_T}\right)T^*\right)}{e_T d_I e_I + e_T d_I K_T T^* + sl_I e_I + 8sl_I K_T T^* - \frac{d_T K_T K^* T^* + d_T K_T E^* T^*}{k_T g_T + k_T K_T T^*}}
\]

\[
= \frac{sl_I e_I (1 - \frac{K_N}{K_T}) T^* - sl_I e_I (1 - \frac{K_N}{K_T}) T^*^2 + 8sl_I K_T (1 - \frac{K_N}{K_T}) T^*^2 - 8sl_I K_T (1 - \frac{K_N}{K_T}) T^*^3}{e_I (e_T d_I + sl_I) + (e_T d_I + 8sl_I) K_T T^*}
\]
\[ -\frac{d_T K_T K^* T^* + d_T K_T E^* T^*}{k_T g_T + k_T K_T T^*} \]

\[ = \frac{sl_I e_I T^* - \frac{sl_I e_I K_N}{K_T} T^* - sl_I e_I T^* + \frac{sl_I e_I K_N}{K_T} T^* + 8sl_I K_T T^* - 8sl_I K_N T^*}{e_I (e_T d_I + sl_I) + (e_T d_I + 8sl_I) K_T T^*} \]

\[ -8sl_I K_T T^* + 8sl_I K_N T^* \]

\[ = \frac{sl_I e_I (1 - \frac{K_N}{K_T}) T^* + sl_I \left( \frac{e_I K_N}{K_T} - e_I + 8K_T - 8K_N \right) T^* + 8sl_I (K_N - K_T) T^*}{e_I (e_T d_I + sl_I) + (e_T d_I + 8sl_I) K_T T^*} \]

\[ -\frac{d_T K_T K^* T^* + d_T K_T E^* T^*}{k_T g_T + k_T K_T T^*} \]
\[
\frac{dK^*}{dt^*} = \frac{r_K}{k_T} K^* - \frac{r_K K_T}{k_T K_K} K^{*2} + \frac{k_{KE} T^*}{k_{KE} l_F K_T \left( 2K^* + \frac{\alpha_{E} K_T}{d_G} K^* T^* + 3E^* + \frac{3 \alpha_{G} K_T}{d_G} E^* T^* \right) T^*} \\
\left[ 3k_T e_{K E} d_F \left( e_F + K_T T^* \right) \left( 1 + \frac{\alpha_{G} K_T}{d_G} T^* \right) + l_F k_T K_T^2 \left( 2K^* + \frac{\alpha_{L} K_T}{d_G} K^* T^* + 3E^* + \frac{3 \alpha_{G} K_T}{d_G} E^* T^* \right) \right] \\
\left[ 3k_T e_{K E} d_F \left( e_F + \frac{\alpha_{E} K_T}{d_G} T^* + K_T T^* + \frac{\alpha_{L} K_T^2}{d_G} T^{*2} \right) + 2l_F k_T K_T^2 K^* T^* + \frac{\alpha_{L} K_T}{d_G} K^* T^{*2} + 3l_F k_T K_T^2 E^* T^* + \frac{3 \alpha_{L} K_T}{d_G} E^* T^{*2} \right] \\
\left[ 3k_T e_{K E} d_F \left( e_F + \frac{\alpha_{E} K_T}{d_G} T^* + K_T T^* + \frac{\alpha_{L} K_T^2}{d_G} T^{*2} \right) + 2l_F k_T K_T^2 K^* T^* + \frac{\alpha_{L} K_T}{d_G} K^* T^{*2} + 3l_F k_T K_T^2 E^* T^* + \frac{3 \alpha_{L} K_T}{d_G} E^* T^{*2} \right] 
\]
Similarly,

\[
\frac{dE^*}{dt^*} = \frac{2k_{KE}l_F K_T K^* T^* + \frac{\alpha k_{KE}l_G K_T^2 K^* T^*}{d_G} + 3k_{KE}l_F K_T E^* T^* + \frac{3\alpha k_{KE}l_G K_T^2 T^* E^* T^*}{d_G}}{\left(1 + \frac{\beta l_F K_T}{d_P} T^*\right)}
\]
\[
\frac{dT^*}{dt^*} = \frac{sl_1e_l(1 - \frac{K_N}{K_T})T^* + sl_1(e_l\frac{K_N}{K_T} - e_l + 8K_T - 8K_N)T^{*2} + 8sl_1(K_N - K_T)T^{*3}}{e_l(e_l d_l + sl_1) + (e_l d_l + 8sl_1)K_T T^*}
\]

\[
\frac{dK^*}{dt^*} = \frac{r_K}{k_T} K^* - \frac{r_K}{k_T K_T} K^{*2} +
\]

\[
2k_{KE} l_F K_T K^* T^* + \frac{\alpha k_{KE} l_F l_G K_T^2}{d_G} K^* T^{*2} + 3k_{KE} l_F K_T E^* T^* + \frac{3\alpha k_{KE} l_F l_G K_T^2}{d_G} E^* T^{*2}
\]

\[
\begin{bmatrix}
3k_T e_{KE} d_F e_F + \frac{3k_T e_{KE} d_F K_T (ae_F l_G + d_G)}{d_G} T^* + \frac{3\alpha k_T e_{KE} d_F l_G K_T^2}{d_G} T^{*2} \\
+ 2l_F k_T K_T^2 K^* T^* + \frac{\alpha l_F k_T l_G K_T^3}{d_G} K^* T^{*2} + 3l_F k_T K_T^2 E^* T^* \\
+ \frac{3\alpha l_F k_T l_G K_T^3}{d_G} E^* T^{*2}
\end{bmatrix}
\]

\[
\frac{dE^*}{dt^*} =
\]

\[
2k_{KE} l_F K_T K^* T^* + \frac{\alpha k_{KE} l_F l_G K_T^2}{d_G} K^* T^{*2} + 3k_{KE} l_F K_T E^* T^* + \frac{3\alpha k_{KE} l_F l_G K_T^2}{d_G} E^* T^{*2}
\]

\[
(1 + \frac{\beta l_F K_T}{d_p} T^*)
\]

\[
\begin{bmatrix}
3k_T e_{KE} d_F e_F + \frac{3k_T e_{KE} d_F K_T (ae_F l_G + d_G)}{d_G} T^* + \frac{3\alpha k_T e_{KE} d_F l_G K_T^2}{d_G} T^{*2} \\
+ 2l_F k_T K_T^2 K^* T^* + \frac{\alpha l_F k_T l_G K_T^3}{d_G} K^* T^{*2} + 3l_F k_T K_T^2 E^* T^* \\
+ \frac{3\alpha l_F k_T l_G K_T^3}{d_G} E^* T^{*2}
\end{bmatrix}
\]

\[
- \frac{d_E}{k_T} E^*
\]

\[(3.12)\]
Group constants together by making the substitutions indicated in Table 3.3.

Table 3.3: Substitutions

<table>
<thead>
<tr>
<th>Substitution</th>
<th>Expression</th>
</tr>
</thead>
<tbody>
<tr>
<td>$u_1$</td>
<td>$sl_1e_I(1 - \frac{K_N}{K_T})$</td>
</tr>
<tr>
<td>$u_3$</td>
<td>$8sl_1(K_N - K_T)$</td>
</tr>
<tr>
<td>$u_5$</td>
<td>$(e_Td_I + 8sl_I)K_T$</td>
</tr>
<tr>
<td>$u_7$</td>
<td>$k_Tg_T$</td>
</tr>
<tr>
<td>$v_1$</td>
<td>$\frac{r_K}{k_T}$</td>
</tr>
<tr>
<td>$v_3$</td>
<td>$k_KEl_FK_T$</td>
</tr>
<tr>
<td>$v_5$</td>
<td>$3k_Te_{K_E}d_Fe_F$</td>
</tr>
<tr>
<td>$v_7$</td>
<td>$\frac{3\alpha k_Te_{K_E}d_Pl_GK_T^2}{d_G}$</td>
</tr>
<tr>
<td>$v_9$</td>
<td>$\frac{\alpha l_FK_Tl_GK_T^2}{d_G}$</td>
</tr>
<tr>
<td>$v_{11}$</td>
<td>$\frac{d_E}{k_T}$</td>
</tr>
<tr>
<td>$u_2$</td>
<td>$sl_1(e_I\frac{K_N}{K_T} - e_I + 8K_T - 8K_N)$</td>
</tr>
<tr>
<td>$u_4$</td>
<td>$e_I(e_Td_I + sl_I)$</td>
</tr>
<tr>
<td>$u_6$</td>
<td>$d_TK_T$</td>
</tr>
<tr>
<td>$u_8$</td>
<td>$k_TK_T$</td>
</tr>
<tr>
<td>$v_2$</td>
<td>$\frac{r_KK_T}{k_TK_T}$</td>
</tr>
<tr>
<td>$v_4$</td>
<td>$\frac{\alpha k_KEl_Fl_GK_T^2}{d_G}$</td>
</tr>
<tr>
<td>$v_6$</td>
<td>$3k_Te_{K_E}d_Pl_G(\alpha e_Fl_G + d_G)$</td>
</tr>
<tr>
<td>$v_8$</td>
<td>$l_FK_TK_T^2$</td>
</tr>
<tr>
<td>$v_{10}$</td>
<td>$\frac{\beta l_PK_T}{d_P}$</td>
</tr>
</tbody>
</table>

This gives the following simpler-looking system:
\[
\begin{align*}
\frac{dT^*}{dt^*} &= \frac{u_1 T^* + u_2 T^{*2} + u_3 T^{*3}}{u_4 + u_5 T^*} - \frac{u_6 K^* T^* + u_6 E^* T^*}{u_7 + u_8 T^*} \\
\frac{dK^*}{dt^*} &= v_1 K^* - v_2 K^{*2} + \frac{2v_3 K^* T^* + v_4 K^* T^{*2} + 3v_3 E^* T^* + 3v_4 E^* T^{*2}}{v_5 + v_6 T^* + v_7 T^{*2} + 2v_8 K^* T^* + v_9 K^* T^{*2} + 3v_8 E^* T^* + 3v_9 E^* T^{*2}} \\
\frac{dE^*}{dt^*} &= \frac{2v_3 K^* T^* + v_4 K^* T^{*2} + 3v_3 E^* T^* + 3v_4 E^* T^{*2}}{(1 + v_{10} T^*)(v_5 + v_6 T^* + v_7 T^{*2} + 2v_8 K^* T^* + v_9 K^* T^{*2} + 3v_8 E^* T^* + 3v_9 E^* T^{*2})} - v_{11} E^* \\
\end{align*}
\]

(3.13)

Numerical tests revealed no change in the qualitative behavior of the system (see Figure 3.3).
Figure 3.3: Plots of $T^*$, $K^*$, and $E^*$ versus time $t^*$, using system (3.13). Note that the quantities have been scaled due to the nondimensionalization.

3.5 Equilibria

When solving for equilibria, we must keep in mind that only the equilibria that lie in a valid region (all variables $T, N, K, E, P, G, I, F$ non-negative, since they represent densities) are biologically valid. Therefore, when solving the system numerically, equilibria in which at least one variable is negative will be ignored. Similarly, complex equilibria will be ignored. Another thing to keep in mind is that due to unavoidable computational errors, such as roundoff error (error introduced by approximating a given number by a computer number [111]) and truncation error (error introduced by approximating a mathematical operation by computations directed by a program [111]), results obtained using a computer lose accuracy.
Using *Maple* to solve system (2.1) in Claim 3.1 which follows, resulted in a total of nineteen equilibria, only four of which were non-negative real numbers and thus lie in the valid region. Of these four, one of them was given by *Maple* as

\[
\tilde{T} = 6.524858265 \times 10^7, \tilde{N} = -.0009483347431, \tilde{K} = 0, \tilde{E} = 0
\]

\[
\tilde{P} = 9.526450510 \times 10^9, \tilde{G} = 2.426996466 \times 10^7, \tilde{I} = 61599.30001, \tilde{F} = 0
\]

However, the actual values of \(\tilde{T}\) and \(\tilde{N}\) should actually be

\[
\tilde{T} = K_T = 7.7 \times 10^7 \text{ and } \tilde{N} = 0
\]

Note that substituting these values of \(\tilde{T}\) and \(\tilde{N}\), along with the above values of \(\tilde{K}, \tilde{E}, \tilde{P}, \tilde{G}, \tilde{I}, \tilde{F}\), into system (2.1) results in all derivatives being zero, and is therefore a valid equilibrium point. This result agrees with the corresponding equilibrium \(\tilde{T}^* = 1, \tilde{K}^* = 0, \tilde{E}^* = 0\) of the nondimensional system (2.12) found in Claim 3.2, since \(T^* = \frac{T}{K_T}\), so \(T = K_T \implies T^* = 1\).

In the first claim which follows, we will find the equilibria of the original system (2.1) in case information is lost during the simplification process. Then, this result can be used to verify how accurately the nondimensional and/or reduced systems preserve the qualities of the original system. Only equilibria where \(\tilde{T}, \tilde{N}, \tilde{K}, \tilde{E}, \tilde{P}, \tilde{G}, \tilde{I}, \tilde{F} \geq 0\) need to be considered.
Claim 3.1 System (2.1), with parameter values from Table 2.2 (with $g_T = 5 \times 10^9$), contains the following four valid equilibria:

1. $\tilde{T} = 0$, $\tilde{N} = 1.23 \times 10^7$, $\tilde{K} = 2.3 \times 10^7$, $\tilde{E} = 0$, $\tilde{P} = 0$, $\tilde{G} = 0$, $\tilde{I} = 7700$, $\tilde{F} = 0$

2. $\tilde{T} = 7.7 \times 10^7$, $\tilde{N} = 0$, $\tilde{K} = 0$, $\tilde{E} = 0$, $\tilde{P} = 9.526450510 \times 10^9$, $\tilde{G} = 2.426996466 \times 10^7$, $\tilde{I} = 61599.30001$, $\tilde{F} = 0$ (see above explanation)

3. $\tilde{T} = 0$, $\tilde{N} = 1.23 \times 10^7$, $\tilde{K} = 0$, $\tilde{E} = 0$, $\tilde{P} = 0$, $\tilde{G} = 0$, $\tilde{I} = 7700$, $\tilde{F} = 0$

4. $\tilde{T} = 6.524858265 \times 10^7$, $\tilde{N} = 1.877174457 \times 10^6$, $\tilde{K} = 5.987613009 \times 10^7$, $\tilde{E} = 1.558762754 \times 10^8$, $\tilde{P} = 8.072563553 \times 10^9$, $\tilde{G} = 2.056598435 \times 10^7$, $\tilde{I} = 6.159917394 \times 10^4$, $\tilde{F} = 2.292678211
Proof: Substitute parameter values into system (2.1) and set the equations equal to zero.

\[
\begin{align*}
\frac{.44I(1 - 1.298701299 \times 10^{-8}T - 1.298701299 \times 10^{-8}N)T}{2 \times 10^4 + I} - \frac{(K + E)T}{5 \times 10^9 + T} &= 0 \\
983.77 - 7.998130081 \times 10^{-5}N - 1.277623377 \times 10^{-5}T &= 0 \\
.09(1 - 4.347826087 \times 10^{-8}K)K + \frac{8.64 \times 10^6F}{70 + F} &= 0 \\
\frac{8.64 \times 10^6F}{(70 + F)(1 + 1.05 \times 10^{-10}P)} - .03E &= 0 \\
14.5T - .1172P &= 0 \\
.0892T - .283G &= 0 \\
7.7 \times 10^4 + \frac{5.39 \times 10^5T}{1000 + T} - 10I &= 0 \\
50 \left( \frac{K}{3} + \frac{K}{3 + 3.99 \times 10^{-6}G + E} \right) \frac{T}{1000 + T} - 2.16F &= 0
\end{align*}
\]

(3.14)

Solving \(^1\) the above system of equations results in the four valid equilibria stated in the claim. \(\square\)

\(^1\)Maple was used to aid in some of the calculations.
The first equilibrium is a tumor-free steady state of the system and is a good starting point for the model. It can be interpreted medically as the initial state of a healthy patient before the disease. It shows that the number of adaptive immune cells $E$ is 0 because those adaptive immune cells that are circulating in the body at the onset of the disease do not recognize the cancer cells and can be disregarded. Only the new $E$ cells are specifically created to target the cancer cells. The $\tilde{K}$ corresponding to this equilibrium is the value used for $K(0)$.

The fourth equilibrium is tumor-positive. This equilibrium agrees with the plots in Figure 3.2.

As mentioned in Section 1.3, MGUS is characterized by an increase in M-protein due to an increase in plasma cells. As mentioned in Chapter 2, not all patients with MGUS develop MM (only a small fraction do). However, a person with more than 10% plasma cells is characterized as having MM. This is equivalent to a plasma cell density of $7.7 \times 10^7$, as calculated in Section 2.2. The above tumor-positive equilibrium gives a total plasma cell density ($T$ and $N$ cells) of approximately $6.7 \times 10^7$, which is less than this amount. Therefore, the above tumor-positive equilibrium can be interpreted as the person having MGUS.

The original system (2.1) contains eight equations and is too complicated to make studying the above equilibria possible. Therefore, to analyze the stability of the equilibria, it will be necessary to work with a simpler system.
Next, we find the equilibria of the full nondimensional system (2.12).

**Claim 3.2** System (2.12), with parameter values from Table 2.2 (with $g_T = 5 \times 10^9$), contains the following four valid equilibria:

1. $\tilde{T}^* = 0$, $\tilde{N}^* = .1597402597$, $\tilde{K}^* = .2987012987$,
   
   $\tilde{E}^* = 0$, $\tilde{P}^* = 0$, $\tilde{G}^* = 0$, $\tilde{I}^* = 1$, $\tilde{F}^* = 0$

2. $\tilde{T}^* = 1$, $\tilde{N}^* = 0$, $\tilde{K}^* = 0$, $\tilde{E}^* = 0$, $\tilde{P}^* = 1$,
   
   $\tilde{G}^* = 1$, $\tilde{I}^* = 7.999909092$, $\tilde{F}^* = 0$

3. $\tilde{T}^* = 0$, $\tilde{N}^* = .1597402597$, $\tilde{K}^* = 0$,
   
   $\tilde{E}^* = 0$, $\tilde{P}^* = 0$, $\tilde{G}^* = 0$, $\tilde{I}^* = 1$, $\tilde{F}^* = 0$

4. $\tilde{T}^* = .8473841904$, $\tilde{N}^* = .02437888906$,
   
   $\tilde{K}^* = .7776120792$, $\tilde{E}^* = 2.024367213$,
   
   $\tilde{P}^* = .8473841904$, $\tilde{G}^* = .8473841904$,
   
   $\tilde{I}^* = 7.999892719$, $\tilde{F}^* = 2.292678211$
Proof: Substitute parameter values into system (2.12) and set the equations equal to zero.

\[
\begin{align*}
I^*(1 - T^* - N^*)T^* & - \frac{2.272727273(K^* + E^*)T^*}{2.597402597 + I^*} = 0 \\
2.904368358 \times 10^{-5} - 1.818181818 \times 10^{-4}N^* - 2.904368358 \times 10^{-5}T^* &= 0 \\
.204545454(1 - 3.347826087K^*)K^* + \frac{.2550177096F^*}{3.927272727 \times 10^{-8} + F^*} &= 0 \\
(3.927272727 \times 10^{-8} + F^*)(1 + 1.000277304P^*) & - .06818181818E^* = 0 \\
.2663636364T^* - .2663636364P^* &= 0 \\
.6431818182T^* - .6431818182G^* &= 0 \\
22.72727273 + \frac{159.0909091T^*}{1.298701299 \times 10^{-5} + T^*} - 22.72727273I^* &= 0 \\
4.909090909T^* \left( \frac{K^*}{3} + \frac{K^*}{3 + 96.83715900G^* + E^*} \right) & - 4.909090909F^* = 0 \\
\end{align*}
\]

Solving the above system of equations results in the four valid equilibria stated in the claim. □

\(^2\)Maple was used to aid in some of the calculations.
The accuracy of these results were verified several ways. First, the nondimensionalization in Table 2.6 that was used before was applied to the equilibria found for the original system in Claim 3.1 and values very close to these were obtained. Then, these equilibrium values were substituted into the equations of system (2.12) and results very close to zero were obtained, indicating that they are indeed equilibria (taking into account the fact that some computational error will always exist, as mentioned earlier).

Next, we find the equilibria of the nondimensional reduced system (3.13).

Claim 3.3 System (3.13), with parameter values from Table 2.2 (with $g_T = 5 \times 10^9$), contains the following four valid equilibria:

1. $\tilde{T}^* = 0$, $\tilde{K}^* = .2987012986$, $\tilde{E}^* = 0$

2. $\tilde{T}^* = 1$, $\tilde{K}^* = 0$, $\tilde{E}^* = 0$

3. $\tilde{T}^* = 0$, $\tilde{K}^* = 0$, $\tilde{E}^* = 0$

4. $\tilde{T}^* = .8473841905$, $\tilde{K}^* = .7776120789$, $\tilde{E}^* = 2.024367212$

Proof: Substitute parameter values into system (3.13) and set the equations equal to zero.
\[
\frac{6.47 \times 10^7 T^* + 3.985513530 \times 10^{13} T^{*2} - 3.98552 \times 10^{13} T^{*3}}{2.77 \times 10^8 + 6.2832 \times 10^{13} T^*}
\]

\[
\frac{7.7 \times 10^7 K^* T^* + 7.7 \times 10^7 E^* T^*}{2.2 \times 10^9 + 3.388 \times 10^7 T^*} = 0
\]

\[
.2045454545 K^* - .6847826087 K^{*2} +
\]

\[
\begin{bmatrix}
6.6528 \times 10^{16} K^* T^* + 1.073730419 \times 10^{18} K^* T^{*2} \\
+ 9.9792 \times 10^{16} E^* T^* + 3.221191257 \times 10^{18} E^* T^{*2}
\end{bmatrix}
\]

\[
\begin{bmatrix}
1.99584 \times 10^5 + 1.537441038 \times 10^{10} T^*
\]

\[
+ 4.960634538 \times 10^{11} T^{*2} + 2.60876 \times 10^{17} K^* T^*
\]

\[
+ 4.210415117 \times 10^{18} K^* T^{*2} + 3.91314 \times 10^{17} E^* T^*
\]

\[
+ 1.263124535 \times 10^{19} E^* T^{*2}
\]

\[
(1 + 1.000277304 T^*) \begin{bmatrix}
1.99584 \times 10^5 + 1.537441038 \times 10^{10} T^*
\]

\[
+ 4.960634538 \times 10^{11} T^{*2} + 2.60876 \times 10^{17} K^* T^*
\]

\[
+ 4.210415117 \times 10^{18} K^* T^{*2} + 3.91314 \times 10^{17} E^* T^*
\]

\[
+ 1.263124535 \times 10^{19} E^* T^{*2}
\]

\[
= 0
\]

\[
- .06818181818 E^* = 0
\]

(3.16)
Solving the above system of equations results in the four valid equilibria stated in the claim.

The accuracy of these results were verified several ways. First, the above equilibria was compared with the equilibria found in Claim 3.2 for the full nondimensional system (2.12) and the values were very close. Then, these equilibrium values were substituted into the equations of system (3.13) and results very close to zero were obtained. Also, note that these equilibria agree with the plots in Figure 3.3.

Therefore, the nondimensional reduced system (3.13) together with its equilibria just found above in Claim 3.3 will be used in the stability analysis which follows.

Another advantage to working with the reduced system, besides making it easier to handle analytically, is that being three-dimensional makes it possible to plot null-surfaces. By the $T$, $K$ and $E$ null-surface (asterisks omitted to simplify the notation), we mean the surface generated by plotting the values of $T^*$, $K^*$ and $E^*$, where $\frac{dT^*}{dt^*} = 0$, $\frac{dK^*}{dt^*} = 0$ and $\frac{dE^*}{dt^*} = 0$, respectively. The intersection of all three null-surfaces indicates where equilibria exist (see Figure 3.4). The plot of the intersection of all three null-surfaces in still somewhat difficult to interpret. To simplify this, we can consider the intersection of two null-surfaces at a time. There are three possible pairs. Each intersection of two null-surfaces results in one or more curves in three-dimensional space.

---

$^3$Maple was used to aid in some of the calculations.
Therefore, the points where these resulting three sets of curves intersect correspond to equilibrium points (see Figure 3.5). Figures 3.4 and 3.5 agree with the equilibria obtained in Claim 3.3.

Figure 3.4: Plots of $T$, $K$ and $E$ null-surfaces of system (3.13) and the intersection of all three, which indicates where equilibria exist, generated using Maple. Some points which lie on an axis, such as $(T^*, K^*, E^*) = (T^*, 0, 0)$ and $(0, 0, E^*)$ on the $K$ null-surface and $(T^*, K^*, E^*) = (T^*, 0, 0)$ and $(0, K^*, 0)$ on the $E$ null-surface, do not clearly appear on the graphs.

### 3.6 Stability Analysis

Consider the following notation:

$$\bar{X} = (T^*, K^*, E^*)^T$$
Figure 3.5: Plots of resulting curves from intersections of pairs of null surfaces from Figure 3.4, generated using Maple. The intersection of all three graphs indicates where equilibria exist. Point \((T^*, K^*, E^*) = (1, 0, 0)\) does not clearly appear on the graphs.

\[
\tilde{f}(\vec{X}) = (f_1(\vec{X}), f_2(\vec{X}), f_3(\vec{X}))^T
\]

where the \(T\) superscript indicates transpose and

\[
f_1 = \frac{u_1 T^* + u_2 T^{*2} + u_3 T^{*3}}{u_4 + u_5 T^*} - \frac{u_6 K^* T^* + u_6 E^* T^*}{u_7 + u_8 T^*},
\]

\[
f_2 = v_1 K^* - v_2 K^{*2} +
\]

\[
\frac{2v_3 K^* T^* + v_4 K^* T^{*2} + 3v_3 E^* T^* + 3v_4 E^* T^{*2}}{v_5 + v_6 T^* + v_7 T^{*2} + 2v_8 K^* T^* + v_9 K^* T^{*2} + 3v_8 E^* T^* + 3v_9 E^* T^{*2}}
\]
and

\[ f_3 = \frac{2v_3K^*T^* + v_4K^*T^{*2} + 3v_3E^*T^* + 3v_4E^*T^{*2}}{(1 + v_{10}T^*)(v_5 + v_6T^* + v_7T^{*2} + 2v_8K^*T^* + v_9K^*T^{*2} + 3v_8E^*T^* + 3v_9E^*T^{*2})} - v_{11}E^* \]

Using the above notation, system (3.13) can be written

\[ \dot{\vec{X}} = \vec{f}(\vec{X}), \tag{3.17} \]

where the dot denotes differentiation.

In order to determine the local stability of the nonlinear system (3.17) (and hence system (3.13)) at each equilibrium point, the system must first be linearized by calculating the Jacobian matrix \( J = (a_{ij}) \), where \( a_{ij} = \frac{\partial f_i}{\partial X_j} \) and \( i, j \in \{1, 2, 3\} \), and evaluating it at each equilibrium value.

By Hartman’s Theorem (see [81]), in a small neighborhood about a hyperbolic (eigenvalues of \( J \mid_{(T^*, K^*, E^*)} \) have nonzero real parts) equilibrium point \( (T^*, K^*, E^*) \), the phase portraits of the nonlinear system (3.17) and the linearized system

\[ \dot{\vec{X}} = A\vec{X}, \]

where
\[ A = J \big|_{(\tilde{T}^*, \tilde{K}^*, \tilde{E}^*)} \]

are qualitatively equivalent.

Therefore, the local stability of system (3.13) can be determined by looking at the eigenvalues \( \lambda \) of \( A \). The eigenvalues are found by solving the characteristic equation
\[
\text{det}(A - \lambda I) = 0
\]
for \( \lambda \). By substituting each eigenvalue \( \lambda \) into \( (A - \lambda I)\vec{v} = \vec{0} \), the corresponding eigenvector \( \vec{v} \) can be obtained.

For each eigenvalue, the corresponding eigenvector gives information on the direction of the stable (if \( \lambda < 0 \)) or unstable (if \( \lambda > 0 \)) subspace of the linearized system. In a small neighborhood about each equilibrium point, the stable and unstable manifolds of the nonlinear system are tangent to the stable and unstable subspaces, respectively.

**Proposition 3.1** The local stability of the equilibria \( (\tilde{T}^*, \tilde{K}^*, \tilde{E}^*) \) given in Claim 3.3 and pertaining to system (3.13) is as follows:

1. \((0,.2987012986,0)\) is a saddle point.
2. \((1,0,0)\) is a saddle point.
3. \((0,0,0)\) is a saddle point.
4. \((.8473841905,.7776120789,2.024367212)\) is a stable node.

**Proof:** Solve for and evaluate \(^4\) the Jacobian at each equilibrium point and find the corresponding eigenvalues to determine the stability of each equilibrium.

\(^4\)Matlab was used to aid in some of the calculations.
The matrix is triangular, so the eigenvalues are the diagonal entries. The eigenvalues and corresponding eigenvectors of the linearized system are

\[ \lambda_1 = -0.06818181818181818 < 0, \quad \vec{v}_1 = (0, 0, 1)^T \]

\[ \lambda_2 = -0.2045454544067193 < 0, \quad \vec{v}_2 = (0, 1, 0)^T \]

\[ \lambda_3 = 0.2231194617692166 > 0, \]

\[ \vec{v}_3 = (2.418034022990183 \times 10^{-12}, 0.5629562424592380, 0.8264867022984553)^T \]

The eigenvalues \( \lambda_1, \lambda_2 < 0 \) and \( \lambda_3 > 0 \), so the equilibrium is a saddle point.

The matrix is triangular, so the eigenvalues are the diagonal entries. The eigenvalues and corresponding eigenvectors of the linearized system are

\[ \lambda_1 = -0.06818181818181818 < 0, \quad \vec{v}_1 = (0, 0, 1)^T \]

\[ \lambda_2 = -0.2045454544067193 < 0, \quad \vec{v}_2 = (0, 1, 0)^T \]

\[ \lambda_3 = 0.2231194617692166 > 0, \]

\[ \vec{v}_3 = (2.418034022990183 \times 10^{-12}, 0.5629562424592380, 0.8264867022984553)^T \]

The eigenvalues \( \lambda_1, \lambda_2 < 0 \) and \( \lambda_3 > 0 \), so the equilibrium is a saddle point.

The eigenvalues and corresponding eigenvectors are
\[ \lambda_1 = -0.6343119588042305 < 0, \quad \vec{v}_1 = (1, 0, 0)^T \]

\[ \lambda_2 = 0.0935019357129931 > 0, \]

\[ \vec{v}_2 = (0.02940069473617550, -0.9453940772606504, 0.3246007360273754)^T \]

\[ \lambda_3 = 5.475775212437321 \times 10^6 > 0, \]

\[ \vec{v}_3 = (8.445268167641915 \times 10^{-9}, -0.8944519985834053, -0.4471639768923160)^T \]

The eigenvalues \( \lambda_1 < 0 \) and \( \lambda_2, \lambda_3 > 0 \), so the equilibrium is a saddle point.

3.

\[ J \big|_{(0,0,0)} = \begin{pmatrix} 
.2335740072202166 & 0 & 0 \\
0 & .2045454545454546 & 0 \\
0 & 0 & -.06818181818181818
\end{pmatrix} \]

The eigenvalues and corresponding eigenvectors are

\[ \lambda_1 = -0.06818181818181818 < 0, \quad \vec{v}_1 = (0, 0, 1)^T \]

\[ \lambda_2 = 0.2045454545454546 > 0, \quad \vec{v}_2 = (0, 1, 0)^T \]
\[ \lambda_3 = .2335740072202166 > 0, \quad \vec{v}_3 = (1, 0, 0)^T \]

The eigenvalues \( \lambda_1 < 0 \) and \( \lambda_2, \lambda_3 > 0 \), so the origin is a saddle point.

4. \[ J \big|_{(0.8473841905, 0.7776120789, 2.024367212)} = \begin{pmatrix} a_{11} & a_{12} & a_{13} \\ a_{21} & a_{22} & a_{23} \\ a_{31} & a_{32} & a_{33} \end{pmatrix} \]

where

\[ a_{11} = -.5362583205138792 \]
\[ a_{12} = -.02927639797282682 \]
\[ a_{13} = -.02927639797282682 \]
\[ a_{21} = -1.975175578650124 \times 10^{-11} \]
\[ a_{22} = -.86044500006818201 \]
\[ a_{23} = 1.905322649653485 \times 10^{-9} \]
\[ a_{31} = -.07472498343299178 \]
\[ a_{32} = 3.558675680526147 \times 10^{-10} \]
\[ a_{33} = -.06818181715058691 \]
The eigenvalues and corresponding eigenvectors are

\[ \lambda_1 = -0.5408863245448642 < 0, \]
\[ \vec{v}_1 = (0.9877348054682283, 8.699157782163793 \times 10^{-10}, 0.1561408148647922)^T \]

\[ \lambda_2 = -0.0635538131341709 < 0, \]
\[ \vec{v}_2 = (0.06181538238174657, -2.387904275840206 \times 10^{-9}, -0.998076006147950)^T \]

\[ \lambda_3 = -0.8604450006672509 < 0, \]
\[ \vec{v}_3 = (-0.09070422940445617, -0.9958411286164547, -0.008555075923067444)^T \]

The eigenvalues \( \lambda_1, \lambda_2, \lambda_3 < 0 \), so the equilibrium is a stable node.

\[ \square \]

Refer to Figure 3.6, where several trajectories corresponding to system (3.13), have been plotted.
Figure 3.6: Plot of several trajectories of system (3.13) generated using XPPAUT. The arrows indicate the direction of the flow. The initial values off the coordinate axes are $(T^*, K^*, E^*)=(0, 9.2, 7), (0, .75, 1), (0, 1.3, 9), (.9, 1.3), (.9, 1.5), (.2, 0.1, 1),
(.1, 5, 1), (.1, 9:1.5, (.1, 9.3, 9), and (.9, 9.3, 9).

3.7 The Effects of Varying Parameters

To facilitate calculating equilibria and their stability, the nondimensional reduced system (3.13) will be used from now on. In this system, parameters were grouped together to simplify the notation. the $u'$s and $v'$s have the original parameters embedded in them. When parameters are varied in the discussion which follows, we refer to the original parameters and let the computer do the necessary substitutions into the $u'$s and $v'$s of the system.

Certain parameters that are thought to play an important role in the development of the disease were varied numerically in order to observe how strong of an influence they have on the dynamics of the system. However, if most parameters are varied by a large enough amount, something is bound to happen. So the difficulty lies in determining what is a reasonable amount of variation for each parameter. Assuming
that the original parameter values used are relatively accurate, we did not want to vary them so much that they would become medically unrealistic. The following approach was taken. Unless there was a reason to believe that the original parameter value was unreliable, such as the case with \( g_T \), parameters were only varied a relatively small amount. In the next section, when we search for bifurcations, parameter values will similarly be restricted to a certain range to make sure they remain realistic.

Each parameter in question was varied and plots of \( T^* \) vs \( t^* \) were generated, and when necessary, equilibria were calculated. The results fall into one of three groups.

The first group includes those parameters which have either no perceivable or very little effect on the system. The following fall into this group:

- \( l_F \) - rate of \( IFN - \gamma \) production by immune cells

- \( l_P \) - M-protein production rate

- \( d_P \) - M-protein degradation rate

- \( l_G \) - tumor-derived glycolipid production rate

- \( d_G \) - tumor-derived glycolipid degradation rate

\( IFN - \gamma \) attracts immune cells to the tumor site. Therefore, when \( l_F \) was increased, a significant decrease in tumor density was expected. However, this did not
happen. Even when $l_F$ was increased from the default value of 50 to 250, no perceivable change was observed in the plot.

M-protein causes a deletion of certain $CD4^+T$ cells and hence is a mechanism which supports tumor progression. Therefore, we expected that varying $l_P$ and $d_P$, which control $P$, would alter the outcome noticeably. Varying these parameters would require varying $\beta$ as well, since they are related, as explained later. However, instead of varying the parameters which control $P$, we decided to let $P$ be identically zero ($P \equiv 0$) in the original system (2.1). This produced very little change (see Figure 3.7).

![Figure 3.7: Plots of T vs t resulting from setting $P \equiv 0$ and $G \equiv 0$, respectively, in system (2.1).](image)

Tumor-derived glycolipids cause a disruption in $IFN-\gamma$ production by NKT cells. Therefore, we expected that varying $l_G$ and $d_G$, which control $G$, would alter the outcome noticeably. Varying these parameters would require varying $\alpha$ as well, since they are related, as explained later. However, as in the case above, we decided to instead let $G$ be identically zero ($G \equiv 0$) in the original system (2.1). In this case also, very little change was observed (see Figure 3.7).
Surprisingly, it can be concluded from the above numerical experiments that the production of $IFN-\gamma$, M-protein and tumor-derived glycolipids do not play as important a role in the development of MGUS/MM as expected.

The second group includes those parameters which seem to simply delay or speed up the time at which the rapid increase in tumor cells occurs. This is important, since the disease occurs late in life, so a long enough delay in the increase in tumor cells can be almost as good as a cure. The following parameter falls into this group:

$r_K$ - proliferation rate of innate immune system cells

Parameter $r_K$ is related to $K_K$ as explained in Section 2.1 and this dependency must be observed if either is varied.

$$K_K = \frac{r_K}{c}, \text{ where } c > 0$$

Using the default values $K_K = 2.30 \times 10^7$ and $r_K = .09$ gives $c = 3.91 \times 10^{-9}$. Therefore, we get

$$K_K = \frac{r_K}{3.91 \times 10^{-9}}, \text{ or equivalently, } r_K = 3.91 \times 10^{-9}K_K$$

Increasing $r_K$ from its default value of .09 to .45, and hence increasing $K_K$ from $2.30 \times 10^7$ to $1.15 \times 10^8$, delays the time at which the increase in tumor cells occurs and the density of tumor cells levels off at a lower number (see Figure 3.8).
Figure 3.8: Plots of $T^*$ vs $t^*$ resulting from varying parameter $r_K$ in system (3.13).

The third group includes those parameters which affect the dynamics significantly by, for instance, seemingly eliminating or creating an equilibrium in the (non-negative) valid region. The following parameters fall into this group:

- $g_T$ - half-saturation constant
- $d_T$ - rate of destruction of tumor cells by the immune system
- $k_T$ and $K_T$ - proliferation rate and carrying capacity of tumor cells
- $k_{KE}$ - recruitment rate of immune cells
- $l_I$ - rate of $IL-6$ production by stromal cells
The effect that varying $g_T$ has on the system was briefly addressed in Section 3.2. In that section we discussed why the original value used, $1 \times 10^5$, was suspected of being inaccurate and gave reasons why $5 \times 10^9$ might be more realistic. Since we have no medical evidence to support either choice, we will explore the entire range of possibilities between these two values. A plot of $T$ vs $t$ as $g_T$ is varied in the original system (2.1) is given in Figure 3.1. As $g_T$ was decreased from $5 \times 10^9$ to $3.5 \times 10^9$, the increase in $T$ occurred at a later time. When it was decreased further to $3.4 \times 10^9$, the tumor growth seemed to be almost 0. And the same occurred when it was decreased to $1 \times 10^5$. However, calculating the equilibria revealed that $g_T = 3.4 \times 10^9$ and $g_T = 1 \times 10^5$ produced different results.

$g_T = 3.4 \times 10^9$ gave the following tumor-positive equilibrium:

$$
\begin{align*}
\tilde{T} &= 5.924491790 \times 10^7, \quad \tilde{N} = 2.836201424 \times 10^6, \\
\tilde{K} &= 5.987613010 \times 10^7, \quad \tilde{E} = 1.627460770 \times 10^8, \\
\tilde{P} &= 7.329789331 \times 10^9, \quad \tilde{G} = 1.867366317 \times 10^7, \\
\tilde{I} &= 61599.09023, \quad \tilde{F} = 4.247088114 \times 10^9
\end{align*}
$$

This equilibrium is similar to the one obtained with the default parameter values, except with this new value of $g_T$, the time at which the rapid increase in tumor cells occurs is delayed and the density of tumor cells levels off at a lower number.

However, when $g_T = 1 \times 10^5$, no tumor positive equilibrium exits. So $g_T$ has a threshold effect on the density of tumor cells, as suspected.
In the next section, when we look for possible bifurcations, this parameter will be studied in greater detail using the nondimensional reduced system (3.13).

As $d_T$ was increased from 1 to 1.4, the increase in $T^*$ occurred at a later time. And when $d_T$ was increased to 1.5 or 2, the tumor growth seemed to be almost 0 (see Figure 3.9).

![Figure 3.9: Plots of $T^*$ vs $t^*$ resulting from varying parameter $d_T$ in system (3.13).](image)

However, it was not clear if extending the graph far enough would result in $T^*$ decreasing to zero eventually or increasing rapidly at some point. Therefore, the equilibria of the system was calculated as in Claim 3.1 and it was determined that the tumor-positive equilibrium in question still existed but had a lower tumor density and the following two new tumor-positive equilibria were obtained:

**Equilibria at $d_T = 1.5$:**

1. $\tilde{T}^* = 7.01659550110 \times 10^{-12}$,

   $\tilde{K}^* = .7725393882$,
\[ \tilde{E}^* = 3.676501469 \]

2. \[ \tilde{T}^* = 4.01156838110 \times 10^{-8}, \]
\[ \tilde{K}^* = .7776111965, \]
\[ \tilde{E}^* = 3.740248389 \]

Similarly, \( d_T = 2 \) gave the following equilibria:

1. \[ \tilde{T}^* = 3.999713833 \times 10^{-13}, \]
\[ \tilde{K}^* = .6849998498, \]
\[ \tilde{E}^* = 2.652272201 \]

2. \[ \tilde{T}^* = .1145964401 \times 10^{-5}, \]
\[ \tilde{K}^* = .7776120504, \]
\[ \tilde{E}^* = 3.740255028 \]

Parameter \( k_T \) is related to \( K_T \) as explained in Section 2.1 and this dependency must be observed if either is varied.

\[ K_T = \frac{k_T}{c}, \text{ where } c > 0 \]

Using the default values \( K_T = 7.7 \times 10^7 \) and \( k_T = .44 \) gives \( c = 5.71 \times 10^{-9} \). Therefore, we get

\[ K_T = \frac{k_T}{5.71 \times 10^{-9}}, \text{ or equivalently, } k_T = 5.71 \times 10^{-9} K_T \]

Also, \( \alpha \) and \( \beta \) depend on \( K_T \) as follows (see Section 2.2):
\[ \alpha = \frac{32.33 d_G}{l_G K_T} \]

and

\[ \beta = \frac{d_P}{l_P K_T} \]

We have an estimate of how high \( K_T \) can go. In Section 2.2, we stated that \( K_T \) can go as high as \( 7.68 \times 10^8 \), the bone marrow carrying capacity.

Therefore, increasing \( K_T \) from a default value of \( 7.7 \times 10^7 \) to \( 7.68 \times 10^8 \) and hence \( k_T \) from .44 to 4.39, \( \alpha \) from \( 1.33 \times 10^{-6} \) to \( 1.34 \times 10^{-7} \) and \( \beta \) from \( 1.05 \times 10^{-10} \) to \( 1.05 \times 10^{-11} \), makes the increase in tumor cells occur earlier and the density of tumor cells levels off at a higher number (see Figure 3.10). This results in a total bone marrow plasma cell content of approximately 10\%, the threshold that distinguishes MGUS from MM. So only increasing parameter \( K_T \) will not result in MM.

Figure 3.10: Plots of \( T^{*} \) vs \( t^{*} \) resulting from varying parameters \( k_T \) and \( K_T \) in system (3.13).
Next, $k_T$ was decreased from .44 to .33 (and the corresponding changes in $K_T$, $\alpha$ and $\beta$ were made). This resulted in the increase in $T^*$ occurring at a later time. And when $k_T$ was decreased to .3 or .1, the tumor growth seemed to be almost 0 (see Figure 3.10). However, it was not clear if extending the graph far enough would result in $T^*$ decreasing to zero eventually or increasing rapidly at some. Therefore, the equilibria of the system was calculated and it was determined that, when $k_T = .3$, the tumor-positive equilibrium in question still existed but had a lower tumor density and, when $k_T = .1$, it disappeared. Also, the tumor-free equilibrium that was originally at $(0, .2987012986, 0)$ shifted to a higher $K^*$ density. For both of these values of $k_T$, the following new tumor-positive equilibria were obtained:

Equilibria at $k_T = .3$:

1. $\tilde{T}^* = 1.898034954 \times 10^{-12}$,
   $\tilde{K}^* = 1.099664608$,
   $\tilde{E}^* = 4.981823757$

2. $\tilde{T}^* = 3.561606134 \times 10^{-7}$,
   $\tilde{K}^* = 1.140497505$,
   $\tilde{E}^* = 5.485709575$

Letting $k_T = .1$ gave only one new equilibrium:

$\tilde{T}^* = 2.787639164 \times 10^{-13}$,
$\tilde{K}^* = 1.545264235$,
$\tilde{E}^* = .8147151941$
As $k_{KE}$ was increased from $8.64 \times 10^6$ to $1.3 \times 10^7$, the increase in $T^*$ occurred at a later time. And when $k_{KE}$ was increased to $1.4 \times 10^7$ or $1 \times 10^8$, the tumor growth seemed to be almost 0 (see Figure 3.11).

![Figure 3.11: Plots of $T^*$ vs $t^*$ resulting from varying parameter $k_{KE}$ in system (3.13).](image)

However, it was not clear if extending the graph far enough would result in $T^*$ decreasing to zero eventually or increasing rapidly at some point. Therefore, the equilibria of the system was calculated and it was determined that, when $k_{KE} = 1.4 \times 10^7$, the tumor-positive equilibrium in question still existed but had a lower tumor density and, when $k_{KE} = 1 \times 10^8$, it disappeared. For both of these values of $k_{KE}$ the following new tumor-positive equilibria were obtained:

Equilibria at $k_{KE} = 1.4 \times 10^7$ :

1. $\tilde{T}^* = 1.49711272110 \times 10^{-12}$,
   $\tilde{K}^* = .9207731158$,
   $\tilde{E}^* = 5.752773836$
2. \( \tilde{T}^* = 1.29792448210 \times 10^{-7}, \)
\( \tilde{K}^* = .9403893496, \)
\( \tilde{E}^* = 6.060601677 \)

Letting \( k_{KE} = 1 \times 10^8 \) gave only one new equilibrium:

\( \tilde{T}^* = 1.227738279 \times 10^{-14}, \)
\( \tilde{K}^* = .9207728820, \)
\( \tilde{E}^* = 5.752770213 \)

Parameter \( l_I \) was first increased from its default value of 1 to 5. This resulted in the increase in tumor cells occurring earlier and the density of tumor cells to level off at a higher number (see Figure 3.12).

![Graphs showing T* vs t* variation with different l_I](image-url)

Figure 3.12: Plots of \( T^* \) vs \( t^* \) resulting from varying parameter \( l_I \) in system (3.13).
Next, as $l_I$ was decreased from 1 to .62, the increase in $T^*$ occurred at a later time. And when $l_I$ was decreased to .6 or .5, the tumor growth seemed to be almost 0 (see Figure 3.12).

However, it was not clear if extending the graph far enough would result in $T^*$ decreasing to zero eventually or increasing rapidly at some point. Therefore, the equilibria of the system was calculated and it was determined that the tumor-positive equilibrium in question still existed but had a lower tumor density and the following two new tumor-positive equilibria were obtained:

Equilibria at $l_I = .6$:

1. $\tilde{T}^* = 3.791368189 \times 10^{-11}$,
   $\tilde{K}^* = .7766753865$,
   $\tilde{E}^* = 3.72847560$

2. $\tilde{T}^* = 6.470583845 \times 10^{-9}$,
   $\tilde{K}^* = .7776065957$,
   $\tilde{E}^* = 3.740190453$

Similarly, $l_I = .5$ gave the following equilibria:

1. $\tilde{T}^* = 7.444163268 \times 10^{-13}$,
   $\tilde{K}^* = .7286753968$,
   $\tilde{E}^* = 3.146737707$

2. $\tilde{T}^* = 3.902477620 \times 10^{-7}$,
   $\tilde{K}^* = .7776119904$,
\[ E^* = 3.740257098 \]

Therefore, the parameters, \( g_T, d_T, k_T \) (and \( K_T \)), \( k_{K_E} \) and \( l_I \) need to be analyzed in greater detail, as they might possibly be bifurcation parameters.

As mentioned earlier, the system has a total of nineteen equilibria. However, many are not biologically valid because either they lie in a region where at least one of the variables, \( T^*, K^* \), or \( E^* \), which represent cell densities, is negative, or the equilibrium is complex. When certain parameters were varied and two new equilibria seemed to appear, the total number of equilibria remained at nineteen. The reason is that by varying the parameters, the two new equilibria which appeared were actually equilibria which originally resided outside the valid region (with at least one coordinate negative), but as the parameter was varied, the equilibria were translated to the valid region. Similarly, equilibria which existed with the original parameter values and seemed to disappear when parameters were varied, actually had shifted outside the valid region.

In the case of \( g_T \), the tumor-positive equilibrium is translated in the direction of negative \( T \) and two new equilibria appear. By varying \( g_T \) in small decrements, the movement of the equilibria can be tracked. Also, the stability of the equilibria that lie in the valid region can be calculated for each value of \( g_T \). We will proceed this way in the next section in an attempt to understand the effect that varying the parameter has on the system. In doing so, bifurcations can be revealed. The nondimensional reduced system (3.13) will continue to be used in the bifurcation analysis which follows.
3.8 Bifurcation Analysis

We are only concerned with the stability of those equilibria which lie in the valid region \((T^*, K^*, E^* \geq 0)\).

In Claim 3.3 and Proposition 3.1, it was shown that system (3.13) had four equilibria lying in the valid region, one of which was a stable node and the other three were saddle points. By decreasing \(g_T\) in small decrements from \(5 \times 10^9\) to \(1 \times 10^5\) and calculating equilibria (as in the claim) and their stability (as in the proposition) along the way, we were able to determine the behavior of the system. Smaller steps were taken whenever necessary. The actual values of \(g_T\) used were:

\begin{align*}
5 \times 10^9, 4.5 \times 10^9, 4 \times 10^9, 3.5 \times 10^9, 3.4 \times 10^9, & 3.35 \times 10^9, 3.3 \times 10^9, 3.25 \times 10^9, 3 \times 10^9, \\
2.5 \times 10^9, 2 \times 10^9, 1.9 \times 10^9, & 1.8 \times 10^9, 1.7 \times 10^9, 1.6 \times 10^9, 1.5 \times 10^9, 1.4 \times 10^9, 1.3 \times 10^9, \\
1.25 \times 10^9, 1.2 \times 10^9, 1.1 \times 10^9, & 1 \times 10^9, 9 \times 10^8, 8 \times 10^8, 7 \times 10^8, 6 \times 10^8, 5 \times 10^8, 4 \times 10^8, \\
3 \times 10^8, 2.75 \times 10^8, 2.5 \times 10^8, & 2.25 \times 10^8, 2.24 \times 10^8, 2.23 \times 10^8, 2.2 \times 10^8, 2.1 \times 10^8, 2 \times 10^8, \\
1.5 \times 10^8, 1 \times 10^8, & 9 \times 10^7, 1 \times 10^6, 1 \times 10^5.
\end{align*}

However, only trajectories at certain key values of \(g_T\) were plotted to illustrate the behavior. Refer to Figure 3.13 for XPPAUT plots of the resulting trajectories as \(g_T\) is decreased.

As \(g_T\) is decreased, the original three saddle points

\[ SP1 = (\tilde{T}^*, \tilde{K}^*, \tilde{E}^*) = (0, .2987012986, 0), \]

\[ SP2 = (1, 0, 0), \]
$SP3 = (0, 0, 0),$

remain in their exact positions throughout.

However, the stable node

$SN1 = (.8473841905, .7776120789, 2.024367212)$

when $g_T = 5 \times 10^9$ begins to move in the negative $T$ direction as $g_T$ is decreased. By the time that $g_T = 3.35 \times 10^9$, the stable node $SN1$ has shifted to

$(.7656478746, .7776120791, 2.118095020)$

and two new equilibria come into the valid region from the $T < 0$ side. These are a stable node

$SN2 = (1.037180156 \times 10^{-11}, .7741834150, 3.697108485)$

and a saddle point

$SP4 = (2.693235387 \times 10^{-8}, .7776107634, 3.740242973).$

As $g_T$ is decreased to $1.25 \times 10^9$, the original stable node $SN1$ has shifted to

$(.02083465058, .7776120812, 3.663902409)$,
the new saddle point $SP4$ is at

$$(.001010620993, .7776120813, 3.736482490)$$

and the new stable node $SN2$ has now become a stable focus at

$$SF = (1.512899111 \times 10^{-13}, .5191263311, 1.149259533).$$

Decreasing $g_T$ further to $1.2 \times 10^9$ causes the original stable node $SN1$ and the new saddle point $SP4$ to leave the valid region by moving into the $T < 0$ side. The stable focus $SF$ is now at

$$(1.466586133 \times 10^{-13}, .5111315475, 1.090518879).$$

As $g_T$ is decreased to $2.24 \times 10^8$, the stable focus becomes a stable node $SN2$ again and shifts to

$$(1.402695789 \times 10^{-16}, .2987696446, .2050846976 \times 10^{-3}).$$

As $g_T$ is decreased still further, the stable node $SN2$ eventually collides with the original saddle point $SP1$ and a transcritical bifurcation occurs. When $g_T = 2.23 \times 10^8$, the saddle point $SP1$ has already switched stability and become a stable node and a saddle point has left the valid region from the same point into the region with $T, E < 0$. 
Tracking the stability of the new stable node $SN2$ from the time that it emerged in the valid region until it collided with the saddle point $(0, .2987012986, 0)$ and the \textit{transcritical bifurcation} occurred, gave the following results (only those values that correspond to plots in Figure 3.13 are given).

Eigenvalues and corresponding eigenvectors:

$g_T = 3.35 \times 10^9$: 

$\lambda_1 = -.002518579426264989,$

$v_1 = \begin{pmatrix} 2.309116696011637 \times 10^{-10} \\ .07673148004192766 \\ .9970517940260553 \end{pmatrix}$

$\lambda_2 = -.06514900290243296,$

$v_2 = \begin{pmatrix} -8.348202852800676 \times 10^{-12} \\ -.003836063906462556 \\ -.9999926422797847 \end{pmatrix}$
\[ \lambda_3 = -0.8551120968377294, \]

\[ \vec{v}_3 = \begin{pmatrix} -6.330995533655018 \times 10^{-13} \\ -0.9999996722463767 \\ 0.008096339540205655 \end{pmatrix} \]

The eigenvalues are negative real numbers, so the equilibrium is a stable node.

\[ g_T = 1.25 \times 10^9: \]

\[ \lambda_1 = -0.02168746879033548 + 0.09384029714753124i, \]

\[ \lambda_2 = -0.02168746879033548 - 0.09384029714753124i, \]

\[ \lambda_3 = -0.4707381223633896, \]

and the eigenvectors are complex in this case.

The eigenvalues are complex with negative real parts, so the equilibrium is a stable focus.

\[ g_T = 1.2 \times 10^9: \]
\lambda_1 = -0.02156946069297827 + 0.09468000949812898i,

\lambda_2 = -0.02156946069297827 - 0.09468000949812898i,

\lambda_3 = -0.4591874188732668,

and the eigenvectors are complex in this case.

The eigenvalues are complex with negative real parts, so the equilibrium is a stable focus.

\[ g_T = 2.24 \times 10^8: \]

\[ \lambda_1 = -0.0002144254855092620, \]

\[ \vec{v}_1 = \begin{pmatrix} 6.462052110395747 \times 10^{-13} \\ .3155001124308840 \\ .9489255392580070 \end{pmatrix} \]

\[ \lambda_2 = -0.06795058119214648, \]
\[ v_2 = \begin{pmatrix} -1.615451058598153 \times 10^{-15} \\ -.001691705570095869 \\ -.9999985690651082 \end{pmatrix} \]

\[ \lambda_3 = -.2045389917358546, \]

\[ v_3 = \begin{pmatrix} -5.353754689744907 \times 10^{-16} \\ -.999997307253982 \\ .0007338590677618802 \end{pmatrix} \]

The eigenvalues are negative real numbers, so the equilibrium is a stable node.

\[ g_T = 2.23 \times 10^8: \]

By the time that this value of \( g_T \) has been reached, the stable node that we have been tracking has collided with the saddle point \((0, .2987012986, 0)\) and emerged on the other side \((T, E < 0)\) as a saddle point. This point

\[ (-5.474959999 \times 10^{-16}, .2984358021, -.0007957815632) \]

no longer lies in the valid region.
\[ \lambda_1 = .0008209482276856916, \]

\[ \vec{v}_1 = \begin{pmatrix} 6.629681784585971 \times 10^{-13} \\ .3190079214135551 \\ .9477520488373544 \end{pmatrix} \]

\[ \lambda_2 = -.2045739812348497, \]

\[ \vec{v}_2 = \begin{pmatrix} 2.106244548693402 \times 10^{-15} \\ -.9999958669152501 \\ -.002875091723287432 \end{pmatrix} \]

\[ \lambda_3 = -.06906706566695404 \times 10^{-2}, \]

\[ \vec{v}_3 = \begin{pmatrix} -6.179865583689437 \times 10^{-15} \\ -.006551677951559302 \\ .9999785375276907 \end{pmatrix} \]
The eigenvalues consist of one positive and two negative real numbers, so the equilibrium is a saddle point. The flow along $\vec{v}_1$ has reversed directions and is now outgoing as indicated by the sign of $\lambda_1$.

Next, we will show that the equilibrium $(0, .2987012986, 0)$ has now become a stable node by computing the eigenvalues and corresponding eigenvectors as follow:

\[
\lambda_1 = -.06818181818181818, \\
\vec{v}_1 = \begin{pmatrix} 0 \\ 0 \\ 1 \end{pmatrix}, \\
\lambda_2 = -.2045454544067193, \\
\vec{v}_2 = \begin{pmatrix} 0 \\ 1 \\ 0 \end{pmatrix}, \\
\lambda_3 = -.008328414569134246,
\]
The flow along $\vec{v}_3$ is now into the equilibrium as indicated by the sign of $\lambda_3$. Note that $\vec{v}_3$ for this equilibrium corresponds to $\vec{v}_1$ for the equilibrium that we have been tracking.

Therefore, a transcritical bifurcation has occurred at the bifurcation point $2.23 \times 10^8 \leq g_T \leq 2.24 \times 10^8$. This result will be verified analytically in the following proposition and corollary by applying the Routh-Hurwitz Criterion (Theorem A.1 in Appendix A), and in the process, a better estimate of the bifurcation point will be obtained.

To make system (3.13) easier to handle, rewrite it in the following form:

$$
\begin{align*}
\frac{dT^*}{dt^*} &= \frac{u_1T^* + u_2T^{*2} + u_3T^{*3}}{u_4 + u_5T^*} - \frac{u_6K^*T^* + u_6E^*T^*}{u_7 + u_8T^*} \\
\frac{dK^*}{dt^*} &= v_1K^* - v_2K^{*2} + A \\
\frac{dE^*}{dt^*} &= \frac{A}{1 + v_{10}T^*} - v_{11}E^*
\end{align*}
$$

(3.18)
Figure 3.13: Plots of trajectories of system (3.13) as $g_T$ is decreased.

where

$$A = \frac{2v_3K^*T^* + v_4K^*T^{*2} + 3v_3E^*T^* + 3v_4E^*T^{*2}}{v_5 + v_6T^* + v_7T^{*2} + 2v_8K^*T^* + v_9K^*T^{*2} + 3v_8E^*T^* + 3v_9E^*T^{*2}}$$  (3.19)
Proposition 3.2 The equilibrium point \((\tilde{T}^*, \tilde{K}^*, \tilde{E}^*) = (0, \cdot 2987012986, 0)\) of system (3.18) and hence of system (3.13) is stable if the parameters satisfy the following inequalities:\(^5\):

\[a_1 > 0 \text{, } a_3 > 0 \text{ and } a_1a_2 > a_3\]

where

\[a_1 = -\frac{u_1}{u_4} + \frac{.2987012986u_6}{u_7} - v_1 + .5974025972v_2 + v_{11}\]

\[a_2 = \frac{u_1v_1}{u_4} - \frac{.5974025972u_1v_2}{u_4} + \frac{.1784449316u_6v_2}{u_7} - \frac{.2987012986u_6v_1}{u_7} - \frac{u_1v_{11}}{u_4}\]

\[+ \frac{.2987012986u_6v_{11}}{u_7} - v_1v_{11} + .5974025972v_2v_{11}\]

\[a_3 = \frac{u_1v_1v_{11}}{u_4} - \frac{.5974025972u_1v_2v_{11}}{u_4} + \frac{.1784449316u_6v_2v_{11}}{u_7} - \frac{.2987012986u_6v_1v_{11}}{u_7}\]

Proof: Using system (3.18), let

\[f_1 = \frac{dT^*}{dt^*}, f_2 = \frac{dK^*}{dt^*}, f_3 = \frac{dE^*}{dt^*}\]

\(^5\)Note that these values are numerical approximations obtained with Maple and/or Matlab.
Furthermore, let

\[ a_{11} = \frac{\partial f_1}{\partial T^*} = \frac{u_1 + 2u_2T^* + 3u_3T^*^2}{u_4 + u_5T^*} - \frac{(u_1T^* + u_2T^*^2 + u_3T^*^3)u_5}{(u_4 + u_5T^*)^2} - \frac{u_6K^* + u_6E^*}{u_7 + u_8T^*} + \frac{(u_6K^*T^* + u_6E^*T^*)u_8}{(u_7 + u_8T^*)^2} \]

\[ a_{12} = \frac{\partial f_1}{\partial K^*} = -\frac{u_6T^*}{u_7 + u_8T^*} \]

\[ a_{13} = \frac{\partial f_1}{\partial E^*} = -\frac{u_6T^*}{u_7 + u_8T^*} \]

\[ a_{21} = \frac{\partial f_2}{\partial T^*} = \frac{\partial A}{\partial T^*} \]

\[ a_{22} = \frac{\partial f_2}{\partial K^*} = v_1 - 2v_2K^* + \frac{\partial A}{\partial K^*} \]

\[ a_{23} = \frac{\partial f_2}{\partial E^*} = \frac{\partial A}{\partial E^*} \]

\[ a_{31} = \frac{\partial f_3}{\partial T^*} = \frac{\frac{\partial A}{\partial T^*}}{1 + v_{10}T^*} - \frac{Av_{10}}{(1 + v_{10}T^*)^2} \]

\[ a_{32} = \frac{\partial f_3}{\partial K^*} = \frac{\frac{\partial A}{\partial K^*}}{1 + v_{10}T^*} \]

\[ a_{33} = \frac{\partial f_3}{\partial E^*} = \frac{\frac{\partial A}{\partial E^*}}{1 + v_{10}T^*} - v_{11} \]
where

\[
\frac{\partial A}{\partial T^*} = \frac{2v_3K^* + 2v_4K^*T^* + 3v_8E^*T^* + 6v_4E^*T^*}{v_5 + v_6T^* + v_7T^{*2} + 2v_8K^*T^* + v_9K^*T^{*2} + 3v_8E^*T^* + 3v_9E^*T^{*2}}
\]

\[
- \left(\frac{2v_3K^*T^* + v_4K^{*2} + 3v_3E^*T^* + 3v_4E^*T^{*2}}{v_5 + v_6T^* + v_7T^{*2} + 2v_8K^*T^* + v_9K^*T^{*2} + 3v_8E^*T^* + 3v_9E^*T^{*2}}\right)
\]

\[
\frac{\partial A}{\partial K^*} = \frac{2v_3T^* + v_4T^{*2}}{v_5 + v_6T^* + v_7T^{*2} + 2v_8K^*T^* + v_9K^*T^{*2} + 3v_8E^*T^* + 3v_9E^*T^{*2}}
\]

\[
- \frac{(2v_3K^*T^* + v_4K^{*2} + 3v_3E^*T^* + 3v_4E^*T^{*2})(2v_8T^* + v_9T^{*2})}{(v_5 + v_6T^* + v_7T^{*2} + 2v_8K^*T^* + v_9K^*T^{*2} + 3v_8E^*T^* + 3v_9E^*T^{*2})^2}
\]

\[
\frac{\partial A}{\partial E^*} = \frac{3v_3T^* + 3v_4T^{*2}}{v_5 + v_6T^* + v_7T^{*2} + 2v_8K^*T^* + v_9K^*T^{*2} + 3v_8E^*T^* + 3v_9E^*T^{*2}}
\]

\[
- \frac{(2v_3K^*T^* + v_4K^{*2} + 3v_3E^*T^* + 3v_4E^*T^{*2})(3v_8T^* + 3v_9T^{*2})}{(v_5 + v_6T^* + v_7T^{*2} + 2v_8K^*T^* + v_9K^*T^{*2} + 3v_8E^*T^* + 3v_9E^*T^{*2})^2}
\]
Evaluating the Jacobian matrix $J$ at equilibrium

$$(\tilde{T}^*, \tilde{K}^*, \tilde{E}^*) = (0, .2987012986, 0)$$

gives

$$J \big|_{(0, .2987012986, 0)} = \begin{pmatrix}
\frac{u_1}{u_4} - \frac{.2987012986u_6}{u_7} & 0 & 0 \\
\frac{.5974025972v_3}{v_5} & v_1 - .5974025972v_2 & 0 \\
\frac{.5974025972v_3}{v_5} & 0 & -v_{11}
\end{pmatrix}$$

The corresponding characteristic equation is given by

$$\lambda^3 + a_1 \lambda^2 + a_2 \lambda + a_3 = 0$$

(3.20)

where

$$a_1 = -\frac{u_1}{u_4} + \frac{.2987012986u_6}{u_7} - v_1 + .5974025972v_2 + v_{11}$$

$$a_2 = \frac{u_1 v_1}{u_4} - \frac{.5974025972u_1 v_2}{u_4} + \frac{.1784449316u_6 v_2}{u_7} - \frac{.2987012986u_6 v_1}{u_7} - \frac{u_1 v_{11}}{u_4}$$

$$+ \frac{.2987012986u_6 v_{11}}{u_7} - v_1 v_{11} + .5974025972v_2 v_{11}$$

---

Matlab and Maple were used to aid in some of the calculations.
By Corollary A.1 in Appendix A, all eigenvalues \( \lambda \) have negative real parts if

\[ a_1 > 0 \ , \ a_3 > 0 \ \text{and} \ a_1a_2 > a_3 \]

\[ \square \]

**Corollary 3.1** Using parameter values \(^7\) from Table 2.2 (with the exception of \( g_T \)), the equilibrium point \((\tilde{T}^*, \tilde{K}^*, \tilde{E}^*) = (0, .2987012986, 0)\) of system (3.18) and hence of system (3.13) is stable if parameter \( g_T \) satisfies the following inequality \(^8\):

\[ 0 < g_T < 2.237951382 \times 10^8 \]

**Proof:** By Proposition 3.2, the equilibrium is stable if

\[ a_1 > 0 \ , \ a_3 > 0 \ \text{and} \ a_1a_2 > a_3 \]

where, after substituting parameter values,

\[ a_1 = .03915326548 + \frac{5.227272726 \times 10^7}{g_T} \]

\[ a_2 = -.04975572098 + \frac{1.425619834 \times 10^7}{g_T} \]

\(^7\)Parameter values from the table are substituted into the u’s and v’s of the equations.

\(^8\)Note that these limits are numerical approximations obtained with Maple and/or Matlab.
\[ a_3 = -0.003257488735 + \frac{7.290101417 \times 10^5}{g_T} \]

\[ a_1 > 0 \implies g_T \in (-\infty, -1.335079632 \times 10^9) \cup (0, \infty) \]

\[ a_3 > 0 \implies g_T \in (0, 2.237951382 \times 10^8) \]

\[ a_1 a_2 > a_3 \implies g_T \in (-\infty, 0) \cup (0, 3.160531797 \times 10^8) \cup (1.800734879 \times 10^9, \infty) \]

Therefore, all three inequalities are satisfied if

\[ g_T \in (0, 2.237951382 \times 10^8) \]

By the above corollary, the equilibrium point \((\tilde{T}^*, \tilde{K}^*, \tilde{E}^*) = (0, 0.2987012986, 0)\)
undergoes the \textit{transcritical bifurcation} at the bifurcation point \(g_T = 2.237951382 \times 10^8\).

Next, we will look at the remaining parameters of interest.

As \(dT\) is increased, first to 1.5 and then to 2, the original three saddle points,\((0, 0.2987012986, 0), (1, 0, 0), \) and \((0, 0, 0)\), remain in their exact positions and the original stable node,
moves in the negative $T^*$ direction, first to

\[(.8473841905, .7776120789, 2.024367212)\]

when $d_T = 1.5$, and then to

\[(.7628378710, .7776120791, 2.121471842)\]

when $d_T = 2$.

We saw in Section 3.7 that when $d_T = 1.5$, two new tumor-positive equilibria appeared in the valid region. Calculating their stability, it turns out that the first one,

\[(7.01659550110 \times 10^{-12}, .7725393882, 3.676501469)\]

is a stable node and the second one,

\[(4.01156838110 \times 10^{-8}, .7776111965, 3.740248389)\]

is a saddle point.
When $d_T = 2$, the two new equilibria have shifted and one has changed from a stable node to a stable focus. The first equilibria, now located at

$$(3.999713833 \times 10^{-13}, .6844998498, 2.652272201)$$

has become a stable focus (see Figure 3.14) and the second one, now at

$$(.1145964401 \times 10^{-5}, .7776120504, 3.740255028)$$

remains a saddle point.

This is similar to what happened when $g_T$ was varied, except in this case, the stable focus moves very slowly as $d_T$ is varied.

Figure 3.14: Stable focus obtained by setting parameter $d_T = 2$ and then $d_T = 4$ in system (3.13).
As \( k_T \) (and hence \( K_T \)) is decreased, first to .3 and then to .1, one of the original saddle points, \((0, .2987012986, 0)\), first moves to \((0, .4380952381, 0)\) when \( k_T = .3 \), and then to \((0, 1.31428574, 0)\) when \( k_T = .1 \). The other two saddle points, \((1, 0, 0)\) and \((0, 0, 0)\) remain in their exact positions. The original stable node,

\[(.8473841905, .7776120789, 2.024367212)\],

first moves to

\[(.7423334914, 1.140497716, 3.148114973)\]

when \( k_T = .3 \), and then leaves the valid region when \( k_T = .1 \).

We saw in Section 3.7 that when \( k_T = .3 \), two new tumor-positive equilibria appeared in the valid region. It turns out that the first one,

\[(1.898034954 \times 10^{-12}, 1.099664608, 4.981823757)\]

is a stable node and the second one,

\[(3.561606134 \times 10^{-7}, 1.140497505, 5.485709575)\]

is a saddle point.
When $k_T = .1$, the new stable node has become a stable focus (see Figure 3.15) at

$$(2.787639164 \times 10^{-13}, 1.545264235, .814715194)$$

and the new saddle point has left the valid region.

The trajectory initially moves in the direction of an equilibrium outside of the valid region ($T^* < 0$) and then goes to the stable focus. However, the initial increase in $E^*$ can almost reach a value of 12 (see Figure 3.15). Converting the nondimensional variable $E^*$ back into the dimensional variable $E$ gives

$$E = K_T E^* = (7.7 \times 10^7)(12) = 9.24 \times 10^8 \text{cells/ml}$$

This is a value greater than the bone marrow cell density $7.68 \times 10^8 \text{cells/ml}$, which was previously calculated. Therefore, for the model to be realistic, the minimum value that $k_T$ can be must be greater than .1.

As $k_{KE}$ is increased, first to $1.4 \times 10^7$ and then to $1 \times 10^8$, the original three saddle points, $(0,.2987012986,0)$, $(1,0,0)$, and $(0,0,0)$, remain in their exact positions and the original stable node,

$$(.8473841905,.7776120789,2.024367212),$$

first moves to
Figure 3.15: Stable focus obtained by setting parameter $k_T = .1$ in system (3.13) and a plot of $E^*$ vs $t^*$.

$$(.7610401310, .9403895720, 3.441079897)$$

when $k_{KE} = 1.4 \times 10^7$ and then leaves the valid region when $k_{KE} = 1 \times 10^8$.

We saw in Section 3.7 that when $k_{KE} = 1.4 \times 10^7$, two new tumor-positive equilibria appeared in the valid region. It turns out that the first one,

$$(1.49711272110 \times 10^{-12}, .9207731158, 5.752773836)$$

is a stable node and the second one,

$$(1.29792448210 \times 10^{-7}, .9403893496, 6.060601677)$$

is a saddle point.
When $k_{KE} = 1 \times 10^8$, the new stable node has become a stable focus (see Figure 3.16) at

$$(1.227338279 \times 10^{-14}, .9207728820, 5.752770213)$$

and the new saddle point has left the valid region.

However, the oscillations of the stable focus reach a value of $E^* > 12$ (see Figure 3.16), which is greater than the bone marrow cell density. Therefore, for the model to be realistic, the minimum value that $k_{KE}$ can be must be greater than $1 \times 10^8$.

These large oscillations indicate the possible existence of a Hopf bifurcation and will be explored later.

Figure 3.16: Stable focus obtained by setting parameter $k_{KE} = 1 \times 10^8$ in system (3.13) and a plot of $E^*$ vs $t^*$ showing the corresponding oscillations.
As $l_I$ is decreased, first to .6 and then to .5, the original three saddle points, 
$(0, .2987012986, 0)$, $(1, 0, 0)$, and $(0, 0, 0)$, remain in their exact positions and the original stable node,

$$(.8473841905, .7776120789, 2.024367212),$$

first moves to

$$(.8204769741, .7776120790, 2.054292547)$$

when $l_I = .6$, and then to

$$(.8067722842, .7776120790, 2.069877114)$$

when $l_I = .5$.

We saw in Section 3.7 that when $l_I = .6$, two new tumor-positive equilibria appeared in the valid region. It turns out that the first one,

$$(3.791368189 \times 10^{-11}, .7766753865, 3.728447560)$$

is a stable node, and the second one,

$$(6.470583845 \times 10^{-9}, .7776065957, 3.740190453)$$
is a saddle point.

When $l_I = .5$, the new stable node has become a stable focus (see Figure 3.17) at

$$(7.444163268 \times 10^{-13}, .7286753968, 3.146737707)$$

and the new saddle point has moved to

$$(3.902477620 \times 10^{-7}, .7776119904, 3.740257098).$$

Figure 3.17: Stable focus obtained by setting parameter $l_I = .5$ and then $l_I = .3$ in system (3.13).

We now return to the possible existence of a Hopf bifurcation when large oscillations arise. First, parameters such as $k_{KE}$, $g_T$, $d_T$, $k_T$ and $l_I$, which lead to oscillatory behavior, were varied one at a time experimentally to see how the oscillations are affected. Plots of $T^*$, $K^*$, and $E^*$ versus $t^*$ and plots of trajectories (starting close to and far from the equilibrium in question) were generated and analyzed. This proce-
dure was repeated, only this time several parameters were systematically varied. The results seem to indicate that no Hopf bifurcation exists in the valid region \((T^*, K^*, E^* > 0)\).

Next, the AUTO\(^9\) feature of XPPAUT was also employed in the search for a Hopf bifurcation and none was found in this region.

The following result, which is a consequence of the Hopf Bifurcation Theorem, Theorem B.1 in Appendix B, was used in order to find a Hopf bifurcation analytically.

**Proposition 3.3** System (3.13) undergoes a Hopf bifurcation with respect to a bifurcation parameter \(p\) at an equilibrium point \((\tilde{T}^*, \tilde{K}^*, \tilde{E}^*)\) if the following conditions are satisfied:

1. \(AB - C = 0\)

2. \(-2A'B^2 + 2BC' - 2ABB' \neq 0\)

where

\[
A = -a_{11} - a_{22} - a_{33},
\]

\[
B = a_{11}a_{22} + a_{11}a_{33} + a_{22}a_{33} - a_{23}a_{32} - a_{12}a_{21} - a_{13}a_{31},
\]

\(^9\)AUTO refers to a library of routines used to generate bifurcation diagrams by applying a process, known as *continuation*, in which a particular solution is followed as parameters vary.
\[ C = -a_{11}a_{22}a_{33} + a_{11}a_{23}a_{32} + a_{12}a_{21}a_{33} - a_{12}a_{23}a_{31} - a_{13}a_{21}a_{32} + a_{13}a_{31}a_{22}, \]

are evaluated at the equilibrium point, \( a_{ij} \) (\( i, j \in \{1, 2, 3\} \)) are defined as in the proof of Proposition 3.2 and the prime (') denotes differentiation with respect to the bifurcation parameter \( p \).

**Proof:** Suppose that the Jacobian matrix \( J \), evaluated at an equilibrium point \((\tilde{T}^*, \tilde{K}^*, \tilde{E}^*)\), is given by

\[
J = J \bigg|_{(\tilde{T}^*, \tilde{K}^*, \tilde{E}^*)} = \begin{pmatrix}
a_{11} & a_{12} & a_{13} \\
a_{21} & a_{22} & a_{23} \\
a_{31} & a_{32} & a_{33}
\end{pmatrix}
\]

Then,

\[
det(J - \lambda I) = 0 \\
\implies (a_{11} - \lambda)[(a_{22} - \lambda)(a_{33} - \lambda) - a_{23}a_{32}] - a_{12}[a_{21}(a_{33} - \lambda) - a_{23}a_{31}] \\
+ a_{13}[a_{21}a_{32} - a_{31}(a_{22} - \lambda)] = 0
\]

resulting in the characteristic equation

\[
\lambda^3 + (-a_{11} - a_{22} - a_{33})\lambda^2 + (a_{11}a_{22} + a_{11}a_{33} + a_{22}a_{33} - a_{23}a_{32} - a_{12}a_{21} - a_{13}a_{31})\lambda \\
+(-a_{11}a_{22}a_{33} + a_{11}a_{23}a_{32} + a_{12}a_{21}a_{33} - a_{12}a_{23}a_{31} - a_{13}a_{21}a_{32} + a_{13}a_{31}a_{22}) = 0
\]
Substituting $A$, $B$ and $C$ as indicated in the statement of the proposition gives

$$\lambda^3 + A\lambda^2 + B\lambda + C = 0 \quad (3.21)$$

The first necessary condition for the existence of a *Hopf bifurcation* is the existence of two purely imaginary eigenvalues. This implies that a *limit cycle* (*periodic orbit*) exists.

Equation 3.21 has two purely imaginary roots if and only if

$$AB = C$$

or equivalently

$$AB - C = 0 \quad (3.22)$$

In this case, the equation becomes

$$\lambda^3 + A\lambda^2 + B\lambda + AB = 0$$

$$\implies (\lambda^2 + B)(\lambda + A) = 0$$

$$\implies \lambda_{1,2} = \pm i\sqrt{B} \text{ and } \lambda_3 = -A \quad (3.23)$$

In general, the above roots can be written
\[ \lambda_1 = u(p) + iv(p) \]  
\[ \lambda_2 = u(p) - iv(p) \]  
\[ \lambda_3 = w(p) \]  

where in our case  
\[ u(p) = 0 \]  
\[ v(p) = \sqrt{B} \]  
\[ w(p) = -A \]  

The second necessary condition for the existence of a *Hopf bifurcation* is that the following *transversality condition* hold:

\[ \left. \frac{du}{dp} \right|_{p = p^*} \neq 0, \]

where \( p^* \) is the value of \( p \) at which the bifurcation occurs.

Substituting \( \lambda = \lambda_1 \) from (3.24) into (3.21) gives

\[ (u + iv)^3 + A(u + iv)^2 + B(u + iv) + C = 0 \]

\[ \Rightarrow u^3 + 3iu^2v - 3uv^2 - iv^3 + Au^2 + 2iAu - Av^2 + Bu + iBv + C = 0 \]
Differentiating with respect to $p$ gives

$$3u^2u' + 6iuv' + 3iu^2v' - 3u'v^2 - 6uvv' - 3iv^2v' + A'u^2 + 2Auv' + 2iA'uv' +$$

$$2iAu'v + 2iAu'v - A'v^2 - 2Avv' + B'u + Bu' + iB'v + iBv' + C' = 0$$

Setting $u = 0$ (since we want $\lambda$ to be purely imaginary) gives

$$-3u'^2 - 3iv^2v' + 2iAu'v - A'v^2 - 2Avv' + Bu' + iB'v + iBv' + C' = 0$$

$$\implies [-3u'^2 - 2Avv' + Bu'] + i[-3v^2v' + 2Au'v + Bv']$$

$$= [A'v^2 - C'] + i[-B']$$

$$\implies [u'(-3v^2 + B) + v'(-2Av)] + i[u'(2Av) + v'(-3v^2 + B)]$$

$$= [A'v^2 - C'] + i[-B']$$

Equating real and imaginary parts gives the following system of equations

$$\begin{cases}
(3v^2 + B)u' + (-2Av)v' = A'v^2 - C' \\
(2Av)u' + (-3v^2 + B)v' = -B'v
\end{cases}$$

(3.25)
By applying Cramer’s Rule to find $u'$ and $v'$, we get

$$u' = \frac{\det \begin{pmatrix} A'v^2 - C' & -2Av \\ -B'v & -3v^2 + B \end{pmatrix}}{\det \begin{pmatrix} -3v^2 + B & -2Av \\ 2Av & -3v^2 + B \end{pmatrix}}$$

$$= \frac{-3A'v^4 + A'Bv^2 + 3C'v^2 - BC' - 2AB'v^2}{9v^4 - 6Bv^2 + B^2 + 4A^2v^2}$$

and similarly,

$$v' = \frac{\det \begin{pmatrix} -3v^2 + B & A'v^2 - C' \\ 2Av & -B'v \end{pmatrix}}{9v^4 - 6Bv^2 + B^2 + 4A^2v^2}$$

$$= \frac{3B'v^3 - BB'v - 2AA'v^3 + 2AC'v}{9v^4 - 6Bv^2 + B^2 + 4A^2v^2}$$

The transversality condition, $\frac{du}{dp} \big|_{p = p^*} \neq 0$, is satisfied when

$$-3A'v^4 + A'Bv^2 + 3C'v^2 - BC' - 2AB'v^2 \neq 0$$
In our case, $v = \sqrt{B}$, so we get

$$-2A'B^2 + 2BC' - 2ABB' \neq 0$$

If this is satisfied, then the *transversality condition* is satisfied.

\[\square\]

To see if a *Hopf bifurcation* occurs when a single parameter is varied, Proposition 3.3 can be used. Out of several parameters that were tested (one at a time), $g_T$ was the only one that resulted in a *Hopf bifurcation*, although it occurs outside of the valid region that we have been considering.

Using the numeric and symbolic capabilities of *Maple*, we were able to solve the following system of four equations consisting of the first condition of Proposition 3.3 together with the three equations that need to be satisfied for an equilibrium of system (3.13) to exist:
\[
AB - C = 0
\]
\[
\frac{u_1 T^* + u_2 T^{*2} + u_3 T^{*3}}{u_4 + u_5 T^*} - \frac{u_6 K^* T^* + u_6 E^* T^*}{u_7 + u_8 T^*} = 0
\]
\[
v_1 K^* - v_2 K^{*2} + \frac{2v_3 K^* T^* + v_4 K^* T^{*2} + 3v_3 E^* T^* + 3v_4 E^* T^{*2}}{v_5 + v_6 T^* + v_7 T^{*2} + 2v_8 K^* T^* + v_9 K^* T^{*2} + 3v_8 E^* T^* + 3v_9 E^* T^{*2}} = 0
\]
\[
\frac{2v_3 K^* T^* + v_4 K^* T^{*2} + 3v_3 E^* T^* + 3v_4 E^* T^{*2}}{(1 + v_{10} T^*)(v_5 + v_6 T^* + v_7 T^{*2} + 2v_8 K^* T^* + v_9 K^* T^{*2} + 3v_8 E^* T^* + 3v_9 E^* T^{*2})} = 0
\]
\[
-v_{11} E^* = 0
\]

(3.26)

Only one solution was found. The approximate solution of the above system is

\[
g_T = 1.247074306 \times 10^9
\]

\[
T^* = -0.1155278794
\]

\[
K^* = 0.7776120813
\]

\[
E^* = 4.228957701
\]
Substituting these values back into the left-hand-side of system (3.26) resulted in values close to zero, indicating that this is a good approximation to the solution of the system.

This point lies outside of the realm of what is biologically feasible, since $T^*$ represents cell density per time and thus cannot be negative. However, for the sake of completion, this result was explored further, although it has no biological relevance.

The stability of equilibrium point

$$(\tilde{T}^*, \tilde{K}^*, \tilde{E}^*) = (-.1155278794, .7776120813, 4.228957701)$$

when

$$g_T = 1.247074306 \times 10^9$$

was computed using Matlab and it was determined that the above point is a stable focus. Using this as a starting point, the AUTO feature of XPPAUT was employed to find the Hopf bifurcation. This resulted in a Hopf bifurcation occurring at approximately

$$g_T = 1.247087900895566 \times 10^9$$

$$T^* = -.1155278803476433$$
\[ K^* = 0.7776120814774132 \]

\[ E^* = 4.228957707020461 \]

where a stable limit cycle (periodic orbit) surrounds an unstable focus. Matlab was used to confirm the existence of the above unstable focus by computing the stability of the above equilibrium at the given value of \( g_T \). The second (transversality) condition of the proposition was also satisfied. Therefore, the bifurcation is a supercritical Hopf bifurcation. XPPAUT was used to plot the stable limit cycle (see Figure 3.18).

![Plot of the stable limit cycle](image)

Figure 3.18: Plot of the stable limit cycle resulting from the Hopf bifurcation. The limit cycle was traced out by a trajectory starting close to it.

By varying \( g_T \) in small steps while computing equilibria, it was possible to track the movement of the above equilibrium. It was determined that this equilibrium came
from saddle point $SP_4$ (see Figure 3.13), which changes stability when it crosses the $T^* = 0$ plane. At $g_T = 1.2 \times 10^9$ it is a stable node in the region where $T^* < 0$ and $K^*, E^* > 0$. At $g_T = 1.247074306 \times 10^9$, it is a stable focus and, at $g_T = 1.247087900895566 \times 10^9$, it is an unstable focus due to the Hopf bifurcation that occurs.

### 3.9 Conclusions and Medical Implications

Using the default parameter values from Table 2.2 (with $g_T = 5 \times 10^9$) gives only one stable equilibrium point (see Sections 3.5 and 3.6), a stable node with a tumor cell density of $6.524858265 \times 10^7 \, \text{cells/ml}$ and a normal plasma cell density of $1.877174457 \times 10^6 \, \text{cells/ml}$. This gives a combined plasma cell density of $6.712575711 \times 10^7 \, \text{cells/ml}$, which is less than $7.7 \times 10^7 \, \text{cells/ml}$, the threshold at which the patient is characterized as having MM (see Section 2.2). Even when the carrying capacity $K_T$ of tumor cells was increased to the value of the bone marrow carrying capacity, this only resulted in an increase in the total bone marrow plasma cell content to approximately the 10% threshold value that distinguishes MGUS from MM. Therefore, the model predicts that the patient will eventually develop MGUS, but not MM.

At the beginning of Chapter 2, we stated that we would like the model to determine how much of an influence the production of M-protein and glycolipids by tumor cells has on the development of the disease. As mentioned in Section 1.3, M-protein causes a deletion of certain $CD4^+T$ cells by the same mechanism which is responsible for the prevention of autoimmunity and tumor-derived glycolipids cause a (medically
reversible) disruption in the ability of NKT cells to produce IFN-γ (which attracts immune cells to the tumor site). Therefore, the production of M-protein and glycolipids supports tumor progression. However, numerical experiments (see Section 3.7) showed that setting the production of either to zero produced very little change in the progression or outcome of the disease. Also, IFN-γ production was increased in numerical experiments. We expected this to cause a decrease in tumor density. However, no perceivable change in the progression or outcome of the disease was observed. Therefore, it can be concluded that the production of M-protein, tumor-derived glycolipids and IFN-γ do not play as significant a role in tumor progression as expected.

In Chapter 2, we stated that since MGUS/MM is a disease which usually occurs late in life, a long enough delay in the increase in tumor cell density to the MGUS or MM level might be as good as a cure. We saw in Section 3.7 that an increase in the proliferation rate (and carrying capacity, since both parameters are interdependent) of innate immune system cells causes such a delay. Increasing the proliferation rate $r_K$ from .09 to .45 (and hence the carrying capacity $K_K$ from $2.30 \times 10^7$ to $1.15 \times 10^8$) delayed the increase in tumor cells by approximately 75. Since $t^*$ is nondimensional and $t = \frac{25}{44}$, then this is equivalent to a delay of $\frac{25}{44} \approx 170$ days. Also, the number of tumor cells levels off at a lower number. However, this delay is not significant enough to be considered important.

We also saw in Section 3.7 that certain parameters, especially half-saturation constant $g_T$, play an important role in both the progression and the outcome of the disease. These parameters are $d_T$ (the rate of destruction of tumor cells by the immune system), the interdependent parameters $k_T$ and $K_T$ (the proliferation rate and
carrying capacity of tumor cells, respectively), \( k_{KE} \) (the recruitment rate of immune cells due to the presence of \( IFN - \gamma \)), and \( l_I \) (the rate of \( IL-6 \) production by stromal cells). Varying any of these parameters slightly causes a delay in the increase in the density of tumor cells and the density of tumor cells levels off at a lower number. However, varying the parameters further produces more significant results.

Decreasing parameter \( k_T \) from .44 to .33 (and hence \( K_T \) from \( 7.7 \times 10^7 \) to \( 5.78 \times 10^7 \)) causes a delay in the increase in tumor cell density by approximately 750. This is equivalent to (using the new \( k_T \) value) \( \frac{t^*}{k_T} = \frac{750}{.33} \approx 2273 \) days. However, we saw in Section 3.8 that \( k_T \) (and hence \( K_T \)) could not be decreased too much, say to .1, or an unrealistically large value of adaptive immune system cell density would occur. Therefore, it is important to obtain accurate estimates for the proliferation rate and carrying capacity of tumor cells.

Increasing \( k_{KE} \) from \( 8.64 \times 10^6 \) to \( 1.3 \times 10^7 \) causes a delay in the increase in tumor cells by approximately 1000. This is equivalent to (using the new \( k_T \) value) \( \frac{t^*}{k_T} = \frac{1000}{.44} \approx 2273 \) days. However, increasing \( k_{KE} \) too much, say to \( 1 \times 10^8 \), results in unrealistically large oscillations in adaptive immune system cell density. So it is also necessary to obtain an accurate estimate of the recruitment rate of immune cells due to the presence of \( IFN - \gamma \).

The remaining parameters of interest, \( g_T \), \( d_T \) and \( l_I \), did not produce unrealistically large values when varied a reasonable amount.

Half-saturation constant \( g_T \) turned out to be an important bifurcation parameter. When \( g_T = 5 \times 10^9 \), there is only one stable equilibrium point, a stable node with a
nondimensional tumor density of \( T^* = .8473841905 \) or, equivalently,

\[
T = 6.524858265 \times 10^7 \frac{\text{cells}}{\text{ml}}.
\]

As mentioned earlier, a patient with this cell density is considered to have MGUS.

Decreasing \( g_T \) to \( 3.5 \times 10^9 \) causes a delay in the increase in tumor cell density by approximately 1500 days and the density levels off at a lower value (see Section 3.2).

If \( g_T \) is decreased enough, say to \( 3.35 \times 10^9 \), the above stable node shifts to a lower tumor density and another stable node emerges with a nondimensional tumor density of \( T^* = 1.037180156 \times 10^{-11} \). This is equivalent to

\[
T = K_T T^* = (7.7 \times 10^7)(1.037180156 \times 10^{-11}) = 7.986287201 \times 10^{-4} \frac{\text{cells}}{\text{ml}}
\]

or, equivalently (using a bone marrow volume of 1042 ml),

\[(7.986287201 \times 10^{-4})(1042) = .8321711263 \text{ cells.}\]

Although in theory this is a positive tumor density with a fraction of one cell, this is impossible in reality and the number of tumor cells at this equilibrium will be zero. In this case, the tumor will be eradicated. Therefore, if the tumor density can be lowered to almost zero, it will settle at the lower stable equilibrium and the patient will remain tumor-free. However, if the tumor density is not decreased sufficiently, it will settle at the higher stable equilibrium with a positive tumor density.
If $g_T$ is decreased still further, say to $1.25 \times 10^9$, the original stable node shifts to a lower tumor density and the new stable node becomes a stable focus. As $g_T$ is decreased even more, say to $1.2 \times 10^9$, the original stable node disappears and the tumor density, regardless of its value, will be attracted to the only stable equilibrium remaining, the stable focus. The patient will then remain tumor-free. Decreasing $g_T$ further causes the stable focus to become a stable node again and, eventually, at $g_T \approx 2.237951382 \times 10^8$, a transcritical bifurcation occurs and the saddle point $(0, 0.2987012986, 0)$ becomes a stable node. In this case, this tumor-free equilibrium is the only stable equilibrium and, once again, the patient will remain tumor-free.

In summary, decreasing $g_T$ can lead to a lower tumor density or, if decreased enough, can lead to a cure. However, the reliability of this parameter is uncertain, so a better estimate, or at least range of possible values, must be obtained.

Another important parameter is $d_T$, the rate of destruction of tumor cells by immune cells. When $d_T = 1$, there is only one stable equilibrium point, a stable node with a positive tumor density. Increasing $d_T$ to 1.4 causes a delay in the increase in tumor density by approximately 500 or, equivalently, $\frac{500}{44} \approx 1136$ days and the density levels off at a lower value. However, as $d_T$ continues to increase, say to 1.5, the tumor density of the stable node decreases and a new stable node with a tumor density of $7.01659550110 \times 10^{-12}$ emerges. This new stable node becomes a stable focus as $d_T$ is increased further, say to 2. This is similar to what occurred when $g_T$ was decreased. This makes sense, since $d_T$ is in the numerator and $g_T$ is in the denominator of the same term in the first equation of system (2.1). However, the difference is that, in
the case of $d_T$, the stable focus moves very slowly as $d_T$ is increased further. As in the $g_T$ case, lowering the tumor density enough can cause it to settle at the lower equilibrium and the patient will remain tumor-free.

The rate of $IL - 6$ production $l_I$ has similar results when varied. When $l_I = 1$, there is only one stable equilibrium point, a stable node with a positive tumor density. Decreasing $l_I$ to .62 causes a delay in the increase in tumor cell density by approximately 1500 or, equivalently, $\frac{1500}{44} \approx 3409$ days and the density levels off at a lower value. Decreasing $l_I$ further, say to .6, causes the tumor density of the stable node to decrease and a new stable node with a tumor density of $3.791368189 \times 10^{-11}$ emerges. When $l_I$ is decreased to .5, the new stable node becomes a stable focus. As in the $d_T$ and $g_T$ cases, lowering the tumor density enough can cause it to settle at the lower equilibrium and the patient will remain tumor-free.

Based on the parameter values used, the numerical experiments performed and the analysis, we can arrive at the following conclusions:

1. The model predicts that the patient will eventually develop MGUS.

2. The rate of production of M-protein, tumor-derived glycolipids and $IFN - \gamma$ do not play a significant role in the progression or outcome of the disease.

3. Decreasing the proliferation rate of tumor cells or increasing the recruitment rate of immune cells (due to the presence of $IFN - \gamma$) by a small amount causes a delay in the increase in tumor cell density to the MGUS level by approximately six years.
4. Decreasing either the half-saturation constant $g_T$ or the rate of $IL−6$ production by stromal cells, or increasing the rate of destruction of tumor cells by the immune system causes a delay in the increase in tumor cell density to the MGUS level by three to four years if varied by a small amount or can lead to eradication of the tumor if varied by a greater amount.

However, whether or not these parameter values can be altered through medical intervention and, if so, by how much, remains uncertain.

### 3.10 Future Work

The complexity of system (3.18) has prevented us from doing more work analytically than has already been done. In order to proceed further, the system would have to be simplified even more. One thing that can be done is reduce the number of parameters. For instance, we can eliminate $u_4$ from the first equation in system (3.18), by multiplying the first term by $\frac{1}{u_4}$ and renaming the resulting parameter fractions. $u_7$ can be eliminated from the second term similarly. However, this alone will not simplify the system sufficiently. One major simplification that can make the system much more manageable analytically is replacing the $A$ expression, which appears in the second and third equations of system (3.18), by a simpler expression. The difficulty in doing this lies in finding an expression which is simple enough to allow more work to be done analytically while, at the same time, preserving the dynamics of the system.

Simplifying system (3.18) has several advantages. For one thing, it might make it possible to work with several parameters at a time and, for instance, obtain a result
similar to Corollary 3.1, but with $g_T$ in terms of, say $d_T$ and $l_I$. This will help us determine if, instead of having to decrease $g_T$ by a large amount in order to eradicate the tumor, it is possible to vary $g_T$, $d_T$ and $l_I$ by smaller amounts to achieve the same result.

Another benefit of working with a simpler system is that it might allow us to expand the model without it becoming overly complicated. For instance, a new tumor cell population can be introduced to include one of several possible mutations in an already existing cancer cell. By including some form of mutation-selection equation, we can study the role that a certain mutation plays in tumor development.

Another possibility is including some type of medical intervention by a treatment such as chemotherapy. In this case, it might be possible to apply optimal control theory to determine the best course of treatment.

However, before any of this can be achieved, we must first find a way to simplify the model.
Appendix A

Routh-Hurwitz Criterion

The Routh-Hurwitz Criterion is used to determine if all the roots of a polynomial have negative real parts. It can be stated as follows (refer to [61]):

Theorem A.1 (Routh-Hurwitz Criterion)

Given the equation

\[ x^n + a_1 x^{n-1} + \cdots + a_n = 0 \]  \hspace{1cm} (A.1)

with real coefficients, construct Hurwitz matrices \( H_j \), where \( j = 1, \ldots, n \), by letting entry \( (l, m) \) in matrix \( H_j \) be defined by
\[ a_{lm} = \begin{cases} 
0, & \text{for } 2l - m < 0 \text{ or } 2l - m > n \\
1, & \text{for } 2l - m = 0 \\
a_{2l-m}, & \text{for } 0 < 2l - m \leq n 
\end{cases} \] (A.2)

That is

\[ H_1 = (a_1) \]

\[ H_2 = \begin{pmatrix} 
a_1 & 1 \\
a_3 & a_2
\end{pmatrix} \]

\[ H_3 = \begin{pmatrix} 
a_1 & 1 & 0 \\
a_3 & a_2 & a_1 \\
a_5 & a_4 & a_3
\end{pmatrix} \]

\vdots
A necessary and sufficient condition for the equation (A.1) to have only roots with negative real parts is that the determinants of the Hurwitz matrices $H_j$, for $j = 1, \ldots, n$, all be positive.

In the special case of $n = 3$, we get the following corollary:
Corollary A.1  

Equation

\[ x^3 + a_1 x^2 + a_2 x + a_3 = 0 \] \hspace{1cm} (A.3)

has only roots with negative real parts if the determinants of the Hurwitz matrices, \( H_1 \), \( H_2 \) and \( H_3 \), are all positive. That is,

\[ a_1 > 0, \ a_3 > 0 \ and \ a_1 a_2 > a_3 \]
Appendix B

Hopf Bifurcation Theorem

A Hopf bifurcation occurs when a limit cycle (periodic orbit) emerges as a focus switches stability. The Hopf Bifurcation Theorem gives the conditions that are necessary and sufficient for this type of bifurcation to occur. It can be stated as follows (refer to [81]):

**Theorem B.1 (Hopf Bifurcation Theorem)**

Suppose that the $C^1$-system

$$\dot{x} = f(x, \mu) \quad (B.1)$$

with $x \in \mathbb{R}^n$ and $\mu \in \mathbb{R}$ has a critical point $x_0$ for $\mu = \mu_0$ and that $Df(x_0, \mu_0)$ has a simple pair of pure imaginary eigenvalues and no other eigenvalues with zero real part. Then there is a smooth curve of equilibrium points $x(\mu)$ with $x(\mu_0) = x_0$ and the eigenvalues, $\lambda(\mu)$ and $\bar{\lambda}(\mu)$ of $Df(x(\mu), \mu)$, which are pure imaginary at $\mu = \mu_0$, vary smoothly with $\mu$. Furthermore, if
\[ \frac{d}{d\mu} [\text{Re}\lambda(\mu)]_{\mu=\mu_0} \neq 0, \]  

(B.2)

then there is a unique two-dimensional center manifold passing through the point \((\bar{x}_0, \mu_0)\) and a smooth transformation of coordinates such that (B.1) on the center manifold is transformed into the normal form

\[
\begin{align*}
\dot{x} &= -y + ax(x^2 + y^2) - by(x^2 + y^2) + O(|\bar{x}|^4) \\
\dot{y} &= x + bx(x^2 + y^2) + ay(x^2 + y^2) + O(|\bar{x}|^4)
\end{align*}
\]

in a neighborhood of the origin which, for \(a \neq 0\), has a weak focus of multiplicity one at the origin and

\[
\begin{align*}
\dot{x} &= \mu x - y + ax(x^2 + y^2) - by(x^2 + y^2) \\
\dot{y} &= x + \mu y + bx(x^2 + y^2) + ay(x^2 + y^2)
\end{align*}
\]

is a universal unfolding of this normal form in a neighborhood of the origin on the center manifold.

For more details on the Hopf Bifurcation Theorem and its variations, along with proofs, the reader can refer to [106] or [71].

By the above theorem, besides the necessary differentiability (on some sufficiently large open set containing the fixed point of interest), the system needs to satisfy two conditions in order for a Hopf bifurcation to occur. First, at the parameter value where the bifurcation occurs, the Jacobian, evaluated at the equilibrium point, must
have two purely imaginary eigenvalues. This guarantees the existence of a limit cycle. Second, the derivative of the real part of the eigenvalue with respect to the bifurcation parameter cannot be zero. In other words, the eigenvalue must cross the imaginary axis with non-zero speed. This condition is referred to as the transversality condition.
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